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Project Summary 
Working memory refers to the active mental retention of information, to its manipulation, and to its use 
in guiding behavior. Its role in many types of high level cognition, as a factor underlying individual 
differences across a broad spectrum of experimental and “real world” measures, and as a factor in 
many psychiatric and neurological diseases, makes it important to many branches of cognitive and 
clinical neuroscience. The motivation for the experiments described in this protocol comes from 
previous findings from the PI’s group suggesting that an active neural representation of a stimulus may 
result from its attentional selection, rather than from its storage, per se, in working memory. More 
specifically, multivariate pattern analyses (MVPA) of data from three types of experiment – functional 
magnetic resonance imaging (fMRI), electroencephalograohy (EEG), and combined EEG and 
transcranial magnetic stimulation (TMS) – have failed to find evidence for the active retention of 
information that is in working memory, but outside the focus of attention. These are intriguing results, 
which suggest that the brain may use a “passive”, structural trace to hold information in working 
memory. If true, this fact would require a reconsideration of over 50 years of dogma about how working 
memory “works”. However, caution is warranted, because these recent findings are subject to two 
important qualifications: First, they comprise a set of null results; Second, each was acquired with a 
noninvasive method that is inherently limited in spatial and temporal resolution. The motivation for the 
experiments proposed in this protocol, therefore, is to overcome the inherent limitations of the studies 
summarized above by employing a physiological method, electrocorticographic (ECoG) recording from 
neurosurgical patients, that features spatial and temporal resolution that are far superior to those of 
fMRI or EEG. Specifically, adoption of ECoG for these new studies will enable a test of the hypothesis 
that a mechanism of phase-encoded selection among multiple active representations may underlie the 
attentional prioritization of one among many items held in working memory. A similar mechanism has 
recently been discovered, from ECoG data recorded during performance of a hierarchical cognitive 
control task, by a group working at the University of California. Addressing this question will require two 
sub-studies. First, a study of attentional selection with a well-characterized behavior that have 
previously been studied with both extracranial EEG and with ECoG. The specific question that this 
study will address is how the dynamics of oscillations in the alpha band differ when a location in space 
is being actively attended vs actively ignored vs not relevant for the task. Understanding this 
fundamental question will be important for interpreting the results from the second sub-study: working 
memory with attentional prioritization cues.These newly proposed experiments fit with the Aims of the 
parent project and thus their findings may also have translational relevance for the diagnosis and 
treatment of psychiatric disorders that are associated with abnormal neural oscillations. 
 
Background and Significance 
Since at least the time of Hebb [26] it has widely been assumed that the short-term retention of 
information (a.k.a. “working memory storage”) is accomplished via maintenance of an active memory 
trace. This view has been reinforced by reports of elevated delay-period activity in extracellular [22], 
electroencephalographic [68], and hemodynamic [9, 11] recordings of animals and humans. 
Consequently, the loss of sustained activity is thought to indicate a disruption of the memory trace [15, 
40, 56]. However, to date, virtually all studies of the short-term retention of information (regardless of 
species, procedure, concurrent physiological measurement, etc.) have confounded memory with 
attention. That is, the information to be remembered is the most task-relevant information throughout 
the memory interval, and therefore is likely to be continuously attended to. In a recently published study 
using functional magnetic resonance imaging (fMRI), the PI’s group unconfounded attention and 
memory by prompting endogenously triggered shifts of attention away from items that were being 
actively retained during a brief memory delay [33]. The results of the MVPA indicated that only items 
within the focus of attention elicited an active neural trace. Activity corresponding to the representation 
of items outside the focus of attention (i.e., UMIs) quickly dropped to baseline. Nevertheless, this 
unattended information remained in working memory, because it could support near-perfect recognition 
at the end of the trial. (This finding was replicated conceptually with a different task, and different 
subjects, reported in the same paper [33].) In follow-up analyses with the same dataset, the PI’s group 
has shown that this finding holds even if analyses are restricted to putatively “category specific” regions 



of interest (ROIs) identified with standard univariate methods (i.e., a GLM) [37]. Notably, head-to-head 
comparison of BOLD signal intensity levels vs. the information contained in this signal (as inferred from 
MVPA) indicates that direct interpretation of the former can be misleading: 1) activity levels are not 
always sensitive to which items are in vs. out of the focus of attention (nor, indeed, to which are in vs. 
out of a trial’s stimulus set); and, 2) activity levels in a “category-specific” ROI can remain elevated 
above baseline even when the MVPA indicates the absence of information related to this category (Fig. 
2). This second finding has been extended to the level of item representation in two other fMRI studies 
from the PI’s group, in which frontal and parietal regions show sustained delay-period activity, but 
MVPA indicates that this activity does not represent which of 3 or 4 directions of motion is in memory 
[17, 58]. Reminiscent of previous findings [24, 62], however, trial-specific stimulus information was 
found to be represented during the delay period in early visual areas whose activity was not above 
baseline levels [17, 58].  
 
The results presented up to this point lead to a hypothesis of considerable significance for theoretical 
and mechanistic accounts of working memory: Sustained delay-period activity may correspond to the 
focus of attention, rather than to working memory storage. At the theoretical level, confirmation of this 
hypothesis would require revision of models of working memory as the temporary activation of long-
term memory (LTM) representations (e.g., [10, 44]). Importantly, formal implementations of this 
cognitive model in computational simulations do not treat “activation” as only a metaphor, but rely on it 
as a central explanatory factor (e.g., [46-48]). At the level of systems and cognitive neuroscience, 
confirmation of this hypothesis would call into question the near-universal assumption that working 
memory storage is supported by sustained activity in the brain. Evidence for this hypothesis comes not 
only from the PI’s laboratory, but also from event-related potential (ERP) [52] and behavioral studies 
[49] of the control of attentional search with information in working memory. Based on these studies it 
has been theorized that a (active) “search template” and (passive) “accessory memory items” exist in 
two different states within working memory [49]. Independently, the PI’s group and this “attentional 
search” group [49] have each suggested that unattended information within working memory might be 
represented in a short-lived pattern of synaptic weights – i.e., a structural code analogous to that used 
for LTM. Such a scheme has precedence in several computational models (e.g., of short-term recall of 
serial order [6, 8, 21] and retrieved context models [27, 61]). Unlike LTM, however, the physiological 
basis of this encoding scheme would not be long-term potentiation and -depression. Instead, it would 
be supported by a short-lived phenomenon, such as GluR-1-dependent short-term potentiation [20], or 
a transient increase in the presynaptic concentration of calcium ions [41]. Either of these mechanisms 
represents a neurobiologically plausible way that the brain could temporarily retain information for 
subsequent translation back into neural activity (i.e., for reinstatement into the focus of attention) by 
reactivation with a retrieval cue [42]. Increasingly, this idea is moving out of the realm of the 
hypothetical and into the empirical. For example, evidence for a role for so-called “silent synapses” in 
the transient storage of information has been reported from recordings in the PFC of monkeys 
performing a visual working-memory task [63], and short-term synaptic plasticity is a central feature of 
many neurobiologically oriented computational models of working memory [reviewed in 3]. Further, a 
transient, network-based mechanism exploiting the principles of matched-filter processing has also 
been proposed to support the short-term retention of visual information in inferotemporal cortex [64], 
one implication being that this general mechanism need not be assumed to be a PFC-specific 
phenomenon. (Relatedly, the PI’s group has recently published behavioral data consistent with the idea 
that UMIs may not be held in LTM [30].)  
 
To be able to fully interpret the results from a study addressing the questions summarized in the 
previous experiment, however, it will first be important to improve our understanding the 
neurophysiological correlates of attentional selection, per se. In the extracranial EEG, the allocation of 
spatial attention to one region of the visual field is associated with a decrease in alpha-band activity in 
the cortical region representing the attended location, and an increase in alpha-band activity in the 
opposite hemisphere [71]. What’s less clear, however, is whether alpha-band oscillations are elevated 
for all cortical regions that aren’t representing the selected region of space, or, alternatively, only in 
regions that are implicated in the task, because they were potential targets prior to the onset of the 



attentional cue. This is, formally, equivalent to the distinction between attended memory items, 
unattended memory items, and trial-irrelevant items [31, 35]. 
 
Specific Aims/Study Objectives:  
Working memory refers to the active mental retention of information, to its manipulation, and to its use 
in guiding behavior. Its role in many types of high level cognition [e.g., 1, 18, 28], as a factor underlying 
individual differences across a broad spectrum of experimental and “real world” measures [e.g., 13, 23, 
57], and as a factor in many psychiatric and neurological diseases [e.g., 2, 4, 19], makes it important to 
many branches of cognitive and clinical neuroscience. Since the mid 1990s, a popular and productive 
method for studying human working memory has been functional neuroimaging, including functional 
magnetic resonance imaging (fMRI). R01 MH095984, however, was motivated by two developments 
that called for alternative approaches to the study of working memory. The first was the growing 
evidence, from human and nonhuman electrophysiological studies, that oscillations in field-level 
electrical potentials play a critical functional role in the short-term retention of information in working 
memory [50, 65]. fMRI is inherently unable to measure such oscillatory activity. The second 
development was work from the PI’s laboratory indicating that, under some conditions, fMRI signal 
does not carry stimulus-related information across the delay-period of working memory tasks [33]. This 
finding, derived from highly sensitive multivariate pattern analyses (MVPA), challenged the widely held 
assumption that the short-term retention of information is necessarily based on a rate code (detected by 
fMRI as an increase in the BOLD signal), and provides further motivation for investigating the role of 
neural oscillations in working memory. It also led to Specific Aim 1 of R01 MH095984: To test the 
hypothesis that delay-period oscillatory activity carries stimulus-specific information. Five experiments 
were proposed under this Aim and, to date, Experiment 1 has been completed and published [31], and 
preliminary results that address Experiment 2 [60] and Experiment 3 [32] have been obtained. Each of 
these studies (to be detailed in the Significance section) addressed a special case of Specific Aim 1, 
which is the retention of information in working memory when that information is not in the focus of 
attention (“unattended memory items”, UMI).  
The present protocol is motivated by the fact that the work summarized in the Background and 
Significance section point to two possibilities: a) It may truly be the case that UMIs are not represented 
by elevated neuronal activity; or, alternatively, b) UMIs are represented by elevated activity that occurs 
at too fine-grained a scale to be detected with noninvasive imaging methods. Adjudicating between 
these two possibilities will require an invasive technique that allows for recording neural signals that 
relate directly to the “elevated activity” that is at the heart of this question. Thus, to continue to make 
progress on the core question of the neural bases of stimulus representation in working memory, this 
Revision Application has been prepared to propose pursuing the following “supplement to Aim 1”: 
The Specific Aim of this project is to test the hypothesis, with electrocorticography (ECoG) recorded 
from neurosurgical patients, that unattended memory items (UMIs) are represented in phase angle-
segregated patterns of activity in the high-gamma band (80-150 Hz), and that attentional prioritization 
within working memory is implemented via a mechanism of phase-encoded selection. 
This novel hypothesis derives from a recent discovery, with ECoG, from patients performing a task that 
required the simultaneous maintenance of multiple stimulus-response (S-R) mapping rules: Different 
rules were found to be represented in prefrontal cortex (PFC) in patterns of high-gamma activity 
centered on different phase angles of the underlying theta oscillation, and selection among these rules 
was implemented by dynamic shifts in the phase angle of theta-band coherence between the PFC 
(where the rules were stored) and M1 (where they were implemented) [70]. Here, we are proposing that 
analogous mechanisms of phase-segregated representation and phase-encoded selection may also 
govern the attentional prioritization of one from among multiple items held in working memory.  
 
Research Design and Methods:  
General design considerations: Recruitment. 
Subjects will consist of patients between the ages of 18 and 65 admitted to the UW Comprehensive 
Epilepsy Program who have undergone surgical implantation of subdural electrode arrays to better 
define their seizure focus. Inclusion Criteria: All patients with implanted electrode arrays who are willing 
to participate and able to cooperate and follow research instructions will be recruited. Exclusion criteria 



include: IQ < 85; impairment of reading, naming, or articulation (determined by review of 
neuropsychology test results that are part of the patient’s medical record); no cerebral pathology 
affecting the cortical regions from which recordings are made (determined by the neurosurgeon at the 
time of electrode implantation, and/or by the epileptologist who performs the clinical reading of the 
ECoG signals.  
 
Recruitment will be carried by the PI’study team personnel: Jason Samaha, Qing Yu or Jacqueline 
Fulvio.  They will routinely come to Epilepsy monitoring unit to identify patients that are potential 
subjects for the study in consultation with Dr. Maganti or the Epileptologist. Jason Samaha, Qing Yu 
and Jacqueline Fulvio will have valid access to patient medical records, granted by UWHC. Once 
identified, a member of the PI’s research team will approach the patient for participation, explaining the 
study procedures. 
 
Informed consent will be obtained on the day of the consult during which the patient and physician 
decide whether the patient will undergo invasive EEG monitoring. A member of the study team will be 
present at that time to answer any questions the patient may have. 
 
General design considerations:  
Sub-study A:  
This task will proceed in two phases: receptive field mapping and the attention task. For both, the 
display consists of four light gray circular apertures arranged in a square, one in each quadrant of the 
screen, and all equidistant from a central fixation point (a black “x”, with one arm pointing to each 
aperture); the background is a uniform gray field. For Receptive Field Mapping, the subject will be 
asked to fixate the fixation point while black and white checkerboards are presented sequentially, for 
500 mesc each with a 500 msec inter-stimulus interval, in randomly determined order, in each of the 
four apertures. Independent of the checkerboards, the fixation symbol will unpredictably change from 
an “x” to a “+” on average once ever 5 sec (range 4-6 sec), and subjects will be asked to report each 
changed with a button press. This will be carried out in three 1-min blocks, each featuring 15 
presentations in each of the locations during each block, for a total of 3 min of task. (Length of pauses 
between blocks will be determined by the patient.) Immediately upon the conclusion of the Receptive 
Field Mapping (when the patient is ready) the Attention Task will be explained to the patient. Each trial 
begins with two arms of the fixation “x” changing color for 300 msec, with green indicating the aperture 
in which it is 75% likely that a target will appear, and white the aperture in which it is 25% likely to 
appear. After a variable cue-target interval (CTI) of 800-1200 msec, the target, a grating of parallel lines 
that will either be tilted slightly to the left or to the right of vertical, will appear for 33 msec, followed by a 
screen asking “L or R tilt?”, to which the subject responds with a left- or right-handed button press. The 
intertrial interval will last for 600 msec. Because subjects will be instructed to make their decision as 
quickly as possible, it is expected that the average trial will last just under 3 sec. Each block will consist 
of 48 trials (approximately 2min 24 sec), and within a given block, only two opposing locations of the 
four possible locations will be cued, the other two positions serving as task-irrelevant locations, at which 
a target will never appear within that block. The two cued positions will be changed every block. To 
maximize sensitivity for data analyses, we’ll hope to acquire a total of 8 blocks worth of data (384 trials), 
which, without rests, would come to 19 min 12 sec. With rests between blocks, the entire session is 
expected to take between 25-30 min. (Note that whereas the 3 min of Receptive Field Mapping are 
necessary for interpreting the data from this study, as few as four blocks of data from the Attention Task 
would produce the minimal amount of data needed, and so if subjects fatigue or otherwise ask to 
terminate testing prior to completion of the full set of 384 trials, we will nonetheless have collected a 
sufficient amount of data within approximately 15 min of data collection.)  
 
Sub-study B: Behavioral task, ECoG recording, and data processing. 
Experimental procedure. The study consists of two sessions on different days. The generic task design 
will be as follows: In the first session, each trial begins with a fixation cross and serial presentation of 
two sample items, followed by a brief delay (Delay1pre-cue), followed by a cue (Cue1) indicating which 
item will be tested first, followed by an additional delay (Delay1post-cue), followed by a memory probe 



requiring a “same/different” response (Probe1) followed by Delay2pre-cue, Cue2, Delay2post-cue, and 
Probe2. The timing will be as follows: Fixation (.5 sec); Sample1 (.5 sec); ISI (.1 sec), Sample2 (.5 sec); 
Delay1pre-cue (.5 sec), Cue1 (.5 sec), Delay1post-cue (2.5 sec), Probe1 (2 sec); Delay2pre-cue (.5 
sec); Cue2 (.5 sec); Delay2post-cue (2.5 sec); and Probe2 (2 sec). Thus, total time per trial = 12.6 sec. 
(Note that the duration of the Delaypost-cue epochs is necessitated by the fact that behavioral [31, 45] 
and EEG data [31] indicate that it takes between 1-2 sec for an item to transition from AMI to UMI.). 
This timing will allow for the collection of 96-106 trials within a span of 30 min, a block that can be 
interrupted and restarted as needed to suit the comfort of the patient. (Previous experience from ECoG 
studies performed by colleagues of the PI who are based at the University of California indicates that 
the “20-min mark” is a conservative estimate of the duration of a testing session that a patient can be 
expected to tolerate; many patients can tolerate either longer sessions, or multiple sessions separated 
in time.) Critically, the ECoG study that discovered and characterized the phase-encoded selection 
mechanism that we will investigate in the present study [70] made this discovery in data from four 
patients, with a design that yielded 40-50 trials/condition/patient; thus our design, intended to collect a 
minimum of 96 trials, will be adequately powered to detect effects of interest at the single-subject level. 
(SNR of ECoG signals will be considered further along in this section.)  
In the second session, each trial begins with a fixation cross and the presentation of one sample item, 
followed by a delay, followed by a rating test from 1 to 5 on how well the patient remembered seeing 
the sample in the first session. The timing will be as follows: Fixation (.5 sec); Sample (.5 sec); Delay 
(2.5 sec); Test (2 sec). Thus, total time per trial = 5.5 sec. Again, this timing will allow for the collection 
of 384 trials within a span of 35 min. 
 
The practical aspects of the testing is that it will take place at least two days postoperatively, and only if 
the attending physician indicates that the patient is lucid and sufficiently comfortable that s/he could 
participate in two roughly 30 min-long sessions of cognitive testing. The test stimuli will be presented on 
a laptop computer, which will rest on a computer tray that is help up by a tripod-mounted adjustable 
arm. Thus, the computer can be positioned in whatever way that the patient finds most comfortable. 
Testing will occur at a time of day of the patient’s choosing, so long as this time conforms with the 
treatment schedule in the inpatient ward, and it is at minimum of one hour after the time that the subject 
would routinely wake up in the morning and a minimum of one hour prior to the time that the subject 
would routinely go to sleep. 
 
We will be prepared to test patients with stimuli drawn from any of three domains: scenes; faces; and 
words. Note that, because we have observed the phenomenon of the absence of MVPA evidence for 
UMIs across many stimulus domains – direction of motion, phonology, semantics, faces, line 
orientations – we assume that principles governing the interaction of attention with working memory 
representations will be comparable across these domains. It is important to note that our assumption 
about where in the brain we will find neural correlates of the short-term retention of stimulus 
representations in working memory is grounded in the sensorimotor-recruitment model of working 
memory storage. This model posits that the short-term retention of stimulus information in working 
memory is supported by the very same neural circuits that are responsible for sensory/perceptual 
and/or motoric representation of this information in tasks that make no overt mnemonic demands. The 
growing body of evidence for, and theoretical implications of, this model have recently been reviewed 
by the PI in [12, 53-55]. 
 
For each stimulus domain, each sample stimulus will only appear once in the experiment. The stimuli 
were determined from previous studies using similar tasks to yield 75-90% correct performance in an 
independent set of healthy young adults. On each trial, two stimuli from the three categories will be 
presented, and cuing will be randomly determined, such that on each trial one item serves as the AMI, 
one as the UMI, and one as the “irrelevant” category (i.e., the category that was not presented on that 
trial).  
 
• Face stimuli will be photographs of highly discriminable faces with different genders and races. The 
probe stimuli will either be a same face, or a difference face with the same gender and race. 



• Scene stimuli will be photographs of highly discriminable natural scenes. The probe stimuli will either 
be a same scene, or a difference scene from the same scene category. 
• Word stimuli will be words that have homonyms. The probe stimuli will either be the homonym of the 
sample word, or a different word. 
 
Sub-study C: Behavioral task, ECoG recording, and data processing. 
The procedure and general design considerations will be similar to those of sub-study B. Experimental 
procedure: In a first task, subjects will be shown different images i.e., textures, objects, faces, bodies, 
letters, places, tools, and animals in rapid succession (1 second between images). The subjects will be 
asked to detect with a button press whether two images repeated consecutively. A block last 
approximately 5 mins, and 2 blocks will be performed. The first one will present the images as cut outs 
while the second block will present the images in their context, as well as famous faces and places. In a 
second task, we will present to the subjects five times 2 minutes of rapid presentation of syllables forming 
non-words. In one series, the syllables will be presented in a random order. In the second series, the 
syllables will be presented in a structured order with groups of 3 syllables systematically following each 
other (although different groups of 3 syllables will still be presented in different orders). After the second 
session, subjects will be tested for their recall of linked order between different syllables. After this test 
session, the subjects will be explained that the sequence in fact contains words made of 3 syllables and 
presented this sequence again. Finally, after this last session, subjects will be tested for 3 syllables 
sequences recognition. In a third task, the subject will be presented with barely perceptible stimuli. After 
a variable delay, the subject will be asked to report perception of each stimulus and identify its location. 
For the auditory version of the task, the subject will be asked to wear earphones or earbuds and will be 
presented with a barely perceptible sound embedded in background noise. After a variable delay, the 
subject will be asked to report perception of the sound and identify a characteristic of the sound (e.g., the 
perceived location, perceived pitch, etc.). Between each block of trials, the subject will fixate on a cross 
on the computer screen. Subjects are shown their cumulative accuracy regarding the location of the 
stimuli after each block. The behavioural sessions will last 60 minutes, including breaks. Subjects may 
be asked to wear an eye tracker during the perceptual awareness task. Total session time may take up 
to 90 minutes per task to include set-up time with image acquisition equipment. The session may be split 
into two sessions depending upon how the subject is feeling. 
 
 
 
Data collection and processing. Clinical monitoring of the “invasive EEG” (the common clinical term for 
ECoG) is implemented around the clock by the surgical team of the UW Comprehensive Epilepsy 
Program using a 128-channel Natus NicoletOne clinical monitoring system. Signals from the invasive 
EEG electrodes are fed simultaneously to two amplifiers, one for the clinical system and one for the 
research system via splitter connectors. The research system is a 128-channel Blackrock Microsystems 
NeuroPort System. To ensure that the clinical and research systems do not interfere with each other, 
the two systems typically use separate ground channels. In the context of EEG, the “ground” electrode 
can be any electrode, or set of electrodes, that is part of the recording array, but that is not recording 
from the region of interest. It is typically an electrode that is attached to a portion of the body that is 
away from the brain, such as the mastoid bone of the skull, or the ear. Additionally, there is a 
“reference” electrode, which is located on the scalp. In a differential amplifier, the EEG signal is the 
result of a subtraction of the voltage between the active electrodes and the ground, and the voltage 
between the active electrodes and the reference. This has the effect of removing spurious 
environmental electrical fluctuations from the EEG. In every patient’s montage of electrodes there will 
be several candidate channels from which to select the ground (redundancy being an important 
precaution for clinical EEG), and so selecting a channel to serve as the ground for the experimental 
recordings will not in any way interfere with the clinical recordings, nor does it require the placement of 
electrodes that would not otherwise have been used for the clinical procedure. Note that, to get to this 
point, the patient was determined to have met inclusion and exclusion criteria prior to the surgical 
procedure, and so no demographic data are linked to the invasive EEG data. Knowledge of the 



placement of the invasive EEG electrodes in the brain, however, is of critical importance to both the 
clinician and the researcher, and so information about the precise location in the brain of every invasive 
EEG electrode is merged into to the EEG data set at an early stage of preprocessing, after the data 
have been collected. 
 
The research system only exists “downstream” of the splitter connectors, and so doesn’t interfere with 
the clinical recordings in any way. Furthermore, because the system is safety-rated and FDA-approved 
for invasive recordings, it does not pose any potential risk to the patient. It will have a very low noise-
floor in the high-frequency range in which the signals of interest are found, and comes with an SDK that 
allows the signals to be integrated with custom-written research software. In order to capture the high-
gamma signal accurately, we will acquire signals at 1200Hz sampling rate, which is considerably higher 
than that of the typical EEG experiment or that of many clinical monitoring systems. A built-in low-pass 
filter automatically prevents aliasing of signals higher than the digitizer can capture. The raw data will 
be stored on a computer server dedicated to the PI’s research project, that is housed in the Department 
of Neurological Surgery. All post-acquisition data processing will be performed in the PI’s laboratory 
facilities in the Dept. of Psychology and the Dept. of Psychiatry. Prior to transfer to the PI’s lab, all data 
files will be renamed with a code that does not contain any identifying information (e.g., name, sex, age, 
date of acquision).  
 
Data analyses and predicted outcomes.  
 
Data and Safety Monitoring Plan:  
The DSMP that follows (in 5 sections) was submitted to the NIMH on 05/06/16, and the PI received 
confirmation of its approval on 06/10/16. 
 
1. Summary of the Protocol 
The Specific Aim of this study is to test the hypothesis, with electrocorticography (ECoG) recorded from 
neurosurgical patients, that unattended memory items (UMIs) are represented in phase angle-
segregated patterns of activity in the high-gamma band (80-150 Hz), and that attentional prioritization 
within working memory is implemented via a mechanism of phase-encoded selection.  
 
The Study Design entails the collection of ECoG signals, and of button-press responses (accuracy and 
reaction time, hereafter “behavioral data”) from patients while they perform a cognitive task. The 
cognitive task consists of viewing test stimuli being presented on a laptop computer, and responding to 
these stimuli via button presses on a response box that is connected to the laptop computer. Details 
about the cognitive task are presented in the IRB protocol and in the grant proposal. The cognitive task 
will consist of 40 trials (i.e., 40 responses) that will last for a span of 21 min 20 sec if administered in a 
continuous, uninterrupted block of time. However, the task can be interrupted and restarted as needed 
to suit the comfort of the patient. 
 
The cognitive task will be administered a minimum of 48 hours after surgery to place the ECoG 
electrodes, and then only at the discretion of the neurologist, and of the patient. The cognitive task will 
be administered in the patient’s room in the in-patient facility of the University of Wisconsin–Madison 
Video-EEG Telemetry (VET) Unit. Testing will occur at a time of day of the patient’s choosing, so long 
as this time conforms with the treatment schedule in the inpatient ward, and it is at minimum of one 
hour after the time that the subject would routinely wake up in the morning and a minimum of one hour 
prior to the time that the subject would routinely go to sleep. 
 
The Primary Outcome Measures will be the results of analyses of the ECoG signals in relation to the 
behavioral data. The outcome measures have relevance to basic-science questions about the neural 
bases of cognitive functions, and have no relation to or significance for the clinical care of the patients 
enrolled in the study. 
 



The Sample Size is four (4) patients. Subjects will consist of patients between the ages of 18 and 65 
admitted to the UW Comprehensive Epilepsy Program who have undergone surgical implantation of 
subdural electrode arrays to better define their seizure focus. 
 
Inclusion Criteria:  
All patients with implanted electrode arrays who are willing to participate and able to cooperate and 
follow research instructions will be recruited.  
Exclusion criteria include: 
 IQ < 85; impairment of reading, naming, or articulation (determined by review of neuropsychology test 
results that are part of the patient’s medical record); no cerebral pathology affecting the cortical regions 
from which recordings are made (determined by the neurosurgeon at the time of electrode implantation, 
and/or by the epileptologist who performs the clinical reading of the ECoG signals. Additionally, women 
who are pregnant, or who think that there is a possibility that they may be pregnant, will be excluded 
from participation in the study. (See “Informed Consent”, below, for more detail.) 
 
2. Roles and Responsibilities 
PI: Bradley R. Postle, PhD, Departments of Psychology and Psychiatry, University of Wisconsin–
Madison 
Co Investigators: 
 Rama Maganti, MD, Dept. of Neurology, Director of University of Wisconsin Comprehensive 
Epilepsy Program and EEG Lab 
 Bruce Hermann, PhD, Dept. of Neurology, Director of the Charles Matthew Neuropsychology 
Section 
 Yuri Saalmann, PhD, Dept. of Psychology 
Key Personnel:  

Jacqueline Fulvio PhD, Research Specialist 
Jason Samaha, BA, Graduate Student 
Qing Yu PhD, Postdoctoral Researcher  

 
- Recruitment will be carried by the PI’s lab manager, Jacqueline Fulvio, his postdoctoral researcher, 
Qing Yu, or his graduate student, Jason Samaha, each of whom will routinely come to Epilepsy 
monitoring unit to identify patients that are potential subjects for the study in consultation with Dr. 
Maganti and Dr. Hermann. Yu, Fulvio and Samaha will have valid access to patient medical records, 
granted by UWHC.  
- Informed consent will be obtained by Fulvio, Samaha or Yu.  
- Data collection (instructing patient on performance of the cognitive task, administering the cognitive 
task) will be carried out by Fulvio, Samaha or Yu.  
- Data analysis will be performed by Fulvio, Samaha, Yu, Saalmann, and Postle, in consultation with 
Maganti and Hermann. 
- There are no COIs within the study team and/or monitoring entities. 
 
3. Trial Safety 
Invasive monitoring EEG (a.k.a. ECoG) is indicated clinically when presurgical extracranial EEG and 
video EEG monitoring are inconclusive with regard to the source of seizure activity. ECoG uses 
subdural and depth electrodes to record electrical activity directly from the brain and clarify any 
inconsistencies presented by less invasive EEG results. Placement of subdural electrode grids and/or 
depth electrodes are determined solely on clinical grounds. There is no additional imaging (EEG, MRI, 
TMS) and/or ECoG electrode placement that are above and beyond the standard of care that the 
patient would receive if not participating in the research.  

 
Peri-operative considerations related to the clinical procedures (i.e., not related to the research 
protocol) include: 

- All patients admitted for invasive monitoring EEG stay in the ICU at the UW Hospital. 
- Patients receive postoperative CT scans to make sure there is no bleeding.  



- Patients are on antibiotics to prevent infection 
- All patients monitored closely by nursing with serial neurological exams and dressing 
inspections to look for CSF leak.  
- All patients are routinely seen by Neurology and neurosurgical staff.  
- Nursing staff and EMU technologists are present 24/7 such that they immediately attend to a 
patient with a seizure so as to prevent any injuries. No member of the research staff will 
administer any clinical care. Furthermore, there is no additional clinical monitoring done solely 
for research purposes. 
- Patients have IV seizure medication available in case seizures are too long.  
- In addition to EEG there is 24 hr video surveillance as well.  
- Decisions regarding resective surgery are made in case conference by consensus while 
patient is still in hospital.  
-  Acquired clinical EEG data are saved on hospital servers.  

 
- Although all key personnel involved in data collection are required to have CPR certification, this is 
only a general protection given the vulnerability of the population. Because all testing will take place 
within the hospital’s ICU, medical staff will be called immediately, per hospital procedures, should 
emergency clinical care be needed. 
 
- There are two types of specific event that would preclude a participant from continuing in the study. 
The first is the subject’s own volition. Participation in this study is completely voluntary, and subjects 
will be able to withdraw from participation at any time, for any reason. It is possible, for example, that 
the subject might find participation in the task unpleasant, or that the subject might find it mentally 
fatiguing. The second type of event could be the occurrence of one or more epileptic seizures during 
the time between the surgical placement of ECoG electrodes and the performance of the cognitive task. 
If the clinical ECoG information obtained from the seizure(s) is sufficient to inform the decisions 
regarding resective surgery, then there will be no clinical need for continued invasive monitoring of the 
patient, and research data will not be collected from that patient.  
 
- There are no medication-related issues that pertain to this research project. 
 
- Potential risks associated with the study are limited to potential loss of privacy, were individually 
identifiable health information to become available outside the study team. The following mechanisms 
are in place to protect subject privacy. First, the raw data will be stored on a computer server 
dedicated to the PI’s research project, that is housed in the Department of Neurological Surgery. This 
computer server will be on a local area network that is physically located at the Dept. of Neurological 
Surgery, in a secure, restricted area, and that sits behind a password-protected firewall. Second, 
because all post-acquisition data processing will be performed in the PI’s laboratory facilities in the 
Dept. of Psychology and the Dept. of Psychiatry, prior to transfer to the PI’s lab, all data files will be 
renamed with a code that does not contain any identifying information (e.g., name, sex, age, date of 
acquisition). This code will also be used for all records of the behavioral data that are removed from the 
Department of Neurological Surgery. Third, the key linking this identifying information to the coded EEG 
data will be kept as a computer text file that is stored on the aforementioned computer server dedicated 
to the PI’s research project, that is housed in the Department of Neurological Surgery. Fourth, a paper 
copy of this key will be kept in a file cabinet inside a locked room in the PI’s laboratory at the Dept. of 
Psychology. 
 
- Informed consent will be obtained during the consultation visit with the neurologist at which the 
patient has decided to undergo surgery and the clinician has determined that ECoG will be used for 
surgical planning. At the end of the clinical consultation, the neurologist will introduce the patient to one 
of the key personnel (Fulvio, Yu or Samaha) and will then leave the room. If the patient is female, the 
key personnel will first ask if the patient is, or may possibly be, pregnant (a procedure approved by the 
PI’s IRB, in approval of submission ID # 2015-0282-CP003). For all patients, the key personnel will then 



explain the rationale for and procedures involved in the research study. It will be emphasized at this 
time that the patient’s choice regarding whether or not to participate in the research study will not 
impact the patient’s clinical care. (Because this conversation will only occur with individuals with an IQ 
greater than 85, we do not anticipate that the patient will have any difficulty understanding this 
information.) If the patient expresses an interest in participating in the research study, he or she will be 
left alone in a private exam room to read over the consent form, and will summon the key personnel 
after having decided whether or not to sign it. This consenting process will occur at least one day prior 
to the surgery, the surgery typically being scheduled as soon as is practicable after the consultation 
visit, often within a few days.   
 
- There are no trial-stopping rules for this research study. 
 
- A plan for incidental findings does not apply to this research study, because there is no additional 
imaging (EEG, MRI, TMS) and/or ECoG electrode placement that is above and beyond the clinical 
monitoring that the patient is undergoing. 
 
- The possibility of any conflicts of interest among the study team will be evaluated by the PI as part 
of the annual renewal of the IRB protocol for this research study. Should a conflict of interest be 
identified, a management plan will be developed and included as part of a modified IRB protocol.  
 
4. The occurrence of Adverse Events (AEs), Serious Adverse Events (SAEs), and Unanticipated Problems 
Involving Risks to Subjects or Others (UPIRSOs) will be reported to the PI in person, by telephone, or 
by email, within one day of their detection by a study team member. The PI will then submit a report in 
writing to the NIMH PO according to the following schedule: Death related to study participation, 5 
business days; study-related SAE or UPIRSO, 10 business days; AE, with the annual progress report. Any 
IRB actions will be reported with the annual progress report. 
 
5. Data Management, Analysis, and Quality Assurance. 
 
- The data sources are ECoG signals recorded while patents perform the cognitive task, and the 
behavioral data associated with task performance.  
  

- ECoG signals from the invasive EEG electrodes are fed simultaneously to two amplifiers, one 
for the clinical system and one for the research system via splitter connectors.  
- To ensure that the clinical and research systems do not interfere with each other, the two 
systems typically use separate ground channels.  
- Because knowledge of the placement of the invasive EEG electrodes in the brain is of critical 
importance to both the clinician and the researcher, information about the precise location in the 
brain of every invasive EEG electrode is merged into to the EEG data set at an early stage of 
preprocessing, after the data have been collected. 
- Because the amplifier for the research data is “downstream” of the splitter connectors, it 
doesn’t interfere with the clinical recordings in any way. Furthermore, because the research 
system is safety-rated and FDA-approved for invasive recordings, and does not pose any 
potential risk to the patient. It will consist of eight synchronized 16-channel amplifier/digitizer 
units that have a very low noise-floor in the high-frequency range in which the signals of interest 
are found, and that come with an SDK that allows them to be integrated with custom-written 
research software.  
- In order to capture the high-gamma signal accurately, we will acquire signals at 1200Hz 
sampling rate, which is considerably higher than that of the typical EEG experiment or that of 
many clinical monitoring systems. A built-in low-pass filter automatically prevents aliasing of 
signals higher than the digitizer can capture.  

 



- Security measures in place to protect these data sources are described above, in Section 3, 
Potential Risks. 
 
- Quality assurance measures will include the following: 

- Careful adherence to inclusion and exclusion criteria for subject recruitment; 
- Careful adherence to the data collection and analysis procedures described in the research protocol 
and in the NIH-approved grant application. 
 
Data Analysis. 
Data will be re-referenced to the average potential of all electrodes (common average reference) to 
avoid spatial bias due to the choice of intracranial reference electrode [5], high-pass filtered above 1.0 
Hz with a symmetrical (phase true) finite impulse response (FIR) filter (~35 dB/octave roll-off). 
Channels with low signal-to-noise ratio (SNR) will be identified and removed from analyses (e.g., 60 Hz 
line interference, electromagnetic noise from hospital equipment, amplifier saturation, and/or poor 
contact with cortical surface). Furthermore, a neurologist or epileptologist will identify any channels with 
ictal spiking activity and these channels, along with any channels over sites that were later surgically 
resected, will be excluded from analyses in order to reduce artifacts. 
 
Statistical Considerations:  
Sub-study A: The analyses will proceed in two stages. The first will be to determine the spatial 
selectivity of each ECoG electrode by calculating its response, in high-frequency (70-250 Hz) 
broadband power to each of the four locations stimulated during the Receptive Field Mapping task. Also 
of interest will be fluctuations in alpha-band power (8-13 Hz), and in phase-amplitude coupling (PAC) 
between alpha-band oscillations in the ECoG signal and high-frequency broadband power.  
 
Data analysis from the Attention Task will focus on electrodes identified in the Receptive Field Mapping 
task to be preferentially responsive to one, or a subset, of the four critical locations. For each of these 
electrodes, values of alpha-band power and PAC will be analyzed as a function of attentional condition: 
attended (i.e., cued with 75% likelihood); ignored (i.e., cued with 25% likelihood); or irrelevant. Although 
a recent study has looked at alpha-band power as a function of attended vs. ignored [14], the proposed 
study will differ from this is two important ways. First, our critical comparison is between ignored vs. 
irrelevant; second, all conditions in our task will be within the same informational domain and sensory 
modality (i.e., visuospatial percetiion), whereas that of [14] spanned both (i.e., it used switches between 
an auditory and a motor task. Because this previous study collected 190 trials per subject [14], we 
believe that our design, which will collect a total of 384 trials, will be sufficiently powered to carry out the 
analyses of interest. 
 
As indicated earlier in this protocol, the ECoG study that discovered and characterized the phase-
encoded selection mechanism that originally motivated our decision carry out these ECoG experiments 
[70] made this discovery in data from four patients, with a design that yielded 20-30 
trials/condition/patient; thus our design, intended to collect a minimum of 40 trials, will be adequately 
powered to detect effects of interest at the single-subject level. We note, however, that during his 
sabbatical year (spent in the lab that published [70]) the PI has observed that as many as double (or 
more) the final number of subjects desired for an experiment need to be recruited and to participate in 
it. This is due to several reasons, among them that the ECoG recordings can be contaminated with 
some much noise that the data are not interpretable, or because a patient’s behavioral performance is 
too poor. Thus, for this sub-study, we plan to enroll 10 patients, with the intent of needing interpretable 
data from 4.  
 
Sub-study B: The analyses will proceed in two stages. The first will be to identify stimulus-selective 
electrodes, the second, to test the phase-encoded selection hypothesis. That is, although the 
overarching motivation for this research is to test the idea that the mechanism of phase-encoded 
selection governs the attentional prioritization of one among multiple items held in working memory, we 



will first need to determine the physiological code, carried by the ECoG signal, with which items are 
represented in working memory.  
Stage 1. Because we do not know, a priori, the characteristics of the neural code underlying the 
representation of stimulus information in working memory, Stage 1 of the analyses will necessarily have 
an exploratory quality. At a general level, however, we have principled reasons for first applying MVPA 
to the ECoG data, and, second, as a back-up plan, applying ROC-based analyses of electrode 
selectivity. The rationale for starting with MVPA is twofold: first, the novel insights derived from [31-33, 
60] were made possible by the application of MVPA; second, MVPA is quite simply more compatible 
than are univariate methods with the near-universally accepted idea that the brain represents 
information via distributed patterns of neural activity [e.g., 25, 29, 43]. The first step with MVPA will be 
to train classifiers to discriminate each stimulus with high-gamma values measured at each electrode in 
the array during the sample presentation epochs, then to feed data from the delay periods to the 
sample-trained classifiers. Although this train-on-sample-test-on-delay approach has been successful 
for decoding stimulus information from fMRI and EEG datasets [e.g., 17, 31, 33, 34, 36, 37, 58, 60], it 
does assume that the neural representation of information being held in working memory will be the 
same as it is when that information is being perceived and encoded. Therefore, we will also be 
prepared to employ a hold-one-trial-out cross validation approach, in which MVPA classifiers will be 
iteratively trained and tested on data from the Delaypost-cue epochs. The duration of an analysis 
“epoch” and, indeed, the very data that will be used to train MVPA classifiers, cannot be known until we 
begin working with these data. For example, with fMRI, MVPA cross validation can be performed on a 
TR-by-TR basis, the highest temporal resolution possible with fMRI [e.g., 17, 33, 34, 36, 37, 58]. With 
EEG, however, MVPA performance varies with the width of the sliding window within which spectral 
power is computed [31, 60], presenting a tradeoff of temporal resolution for classifier performance. 
Furthermore, because ECoG presents such a rich array of measures, we can’t know a priori whether 
MVPA might be most effective when applied to, e.g., broadband power [39], PAC [66], an event-related 
potential (ERP), or some other measure.  
If we are successful, with MVPA, at decoding the identity of each of the three stimuli in the stimulus set, 
we will use the top 10% of electrodes contributing to the discrimination of each stimulus for Stage 2 of 
the analysis. (I.e., we will use the electrodes with the highest loadings in the importance map of the 
trained classifier corresponding to each stimulus.) Should the MVPA analyses not yield stable results, 
however, our back-up plan for Stage 1 will be to quantify each electrode’s selectivity for each item in 
the stimulus set with receiver operating characteristic (ROC)-based analyses. Such analyses have long 
been used to quantify the selectivity of single neurons recorded with extracellular electrodes, and a very 
similar approach has been used successfully in studies carried out by investigators from the ECoG 
consortium from which patients will be recruited for this project. For example, Parvizi and colleagues 
[51] indexed the selectivity of electrodes located in mid-fusiform gyrus, for faces vs. non-face stimuli, 
with a “signal-to-noise ratio” analysis of broadband oscillatory signals in the 40-160 Hz range. Voytek et 
al. [70] found that condition-specific fluctuations in the magnitude of PAC indexed selectivity of PFC 
electrodes for specific S-R mapping rules. Therefore, we also expect that oscillatory power in the 40-
160 Hz range will be effective for deriving robust ROC estimates.  
 Stage 2. Having identified stimulus-selective electrodes in Stage 1 of our analyses, Stage 2 will 
effect the test of the phase-encoded selection hypothesis. Specifically, we will test the hypothesis that 
UMIs and AMIs will each be maintained in an active state, as manifested by above-baseline high-
gamma power, but that the amplitude of this high-gamma power will be markedly higher for AMIs. 
Futhermore, this differential level of high-gamma power will be explained by the fact that the (pattern of) 
electrodes representing the AMI will exhibit higher interregional PAC than will the UMI. Because Voytek 
and colleagues [69] have shown that PAC in posterior regions tends to be anchored in the alpha band 
(as contrasted with a bias toward theta-paced PAC in frontal cortex), we expect that the attention-
related changes in interregional PAC in ITS, mid fusiform gyrus, VO1, and/or STS, may also be 
concentrated in the alpha band. Assuming that we do find evidence for a phase-encoded selection 
mechanism in our working memory task, an important question will be to determine the source of the 
low-frequency oscillation clocking the predicted selection-related increase in interregional PAC. Our a 
priori working hypothesis is that this will be the “posterior alpha” that is prominent in EEG electrodes 



over parietal cortex, strongly associated with visual attention (e.g., [50, 59, 67]), and widely assumed to 
be generated by thalamocortical circuits encompassing the caudal intraparietal sulcus.  
One important point highlighted in our research plan is the fact that study [70], on which the data 
analysis plan of the present protocol  was based, is “limited” to four patients, and to 20-30 
trials/condition/patient, it nonetheless featured sufficient power to support, for example, trial-by-trial 
prediction of behavioral RT, and msec-level resolution of the onset of event-related phase-encoding 
(i.e., of phase-encoded selection). 
 
As indicated earlier in this protocol, the ECoG study that discovered and characterized the phase-
encoded selection mechanism that we will investigate in the present study [70] made this discovery in 
data from four patients, with a design that yielded 20-30 trials/condition/patient; thus our design, 
intended to collect a minimum of 40 trials, will be adequately powered to detect effects of interest at the 
single-subject level. As noted above, however, during his sabbatical year (spent in the lab that 
published [70]) the PI has observed that as many as double (or more) the final number of subjects 
desired for an experiment need to be recruited and to participate in it. This is due to several reasons, 
among them that the ECoG recordings can be contaminated with some much noise that the data are 
not interpretable, or because a patient’s behavioral performance is too poor. Thus, for this sub-study, 
we plan to enroll 10 patients, with the intent of needing interpretable data from 4. 
 
Data and Record Keeping: Clinical monitoring of ECoG signals is implemented around the clock using 
a 192-channel Nihon-Kohden Neurofax monitoring system. Signals from the ECoG electrodes are fed 
simultaneously to two amplifiers, one for the clinical system and one for the research system via splitter 
connectors. To ensure that the clinical and research systems do not interfere with each other, the two 
systems typically use separate grounds. Whether research or clinical recording system, the grounding 
electrode is chosen to be distant from the predicted epileptic focus and from cortical areas of interest 
for the research. The research system will consist of eight synchronized 16-channel g.USBamp 
amplifier/digitizer units (g.tec, Graz, Austria). These were chosen because they are safety-rated and 
FDA-approved for invasive recordings, they have a very low noise-floor in the high-frequency range in 
which the signals of interest are found, and they come with an SDK that allows them to be integrated 
with custom-written research software. In order to capture the high-gamma signal accurately, we 
acquire signals at 1200Hz sampling rate-considerably higher than that of the typical EEG experiment or 
that of many clinical monitoring systems. A built-in low-pass filter automatically prevents aliasing of 
signals higher than the digitizer can capture. The raw data will be stored on a computer server 
dedicated to the PI’s research project, that is housed in the Department of Neurological Surgery. All 
post-acquisition data processing will be performed in the PI’s laboratory facilities in the Dept. of 
Psychology and the Dept. of Psychiatry. Prior to transfer to the PI’s lab, all data files will be renamed 
with a code that does not contain any identifying information (e.g., name, sex, age, date of acquision). 
The PI’s lab manager, Jacqueline Fulvio,  will be responsible for the deidentification of these data, and 
their transfers to computer servers in the PI’s laboratory. 
 
Once the results from data analyses have been published, the data whose analysis went into the 
publication will be transferred onto tape for archival storage in the PI’s laboratory, and deleted from the 
computer drives.  
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