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1. VERSION HISTORY 
 
Table 1. Summary of Changes 

Version/ 
Date 

Associated 
Protocol 

Amendment 

Rationale Specific Changes 

1 
25 Mar 2021 

Original  
19 Jan 2021 

N/A N/A 

2 
04 Jan 2022 

Amendment 
#1 
28 September 
2021 

Change of 
Primary 
Objective and 
Primary 
Endpoints 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Updated sample 
size 
 
 
 
 
 
 
 
 
 
Change of 
Subset Analyses

Change of Primary Objective: “Obtain 
data to characterize the relationship between 
symptoms and voice features for 
participants with acute viral respiratory 
illness. This data will be used as the basis to 
build voice and symptom algorithm(s) for 
detection and monitoring of these illnesses.”
 
Rationale: Due to current low attack rate of 
SARS-CoV-2 seen in this study thus far, the 
primary objective has been modified and 
expanded to include SARS-CoV-2, 
influenza virus, and RSV. 

The primary endpoints now reflect self-
reported symptoms and voice changes due 
to these three viruses. 

Incorporated changes throughout the SAP 
body to reflect this protocol update. 

Change of Number of Participants: The 
total sample size updated from 6250 to 
approximately 8700 to reflect the updated 
primary objective of the amendment, the 
updated overall estimate of the symptomatic 
attack rate for the 3 viruses, and the updated 
data attrition rate. 

Incorporated changes throughout the SAP 
body to reflect this protocol update. 

Change of Subset Analyses (Section 6.4): 
Replaced subset analyses based on Male 
>60 y/o; Male <=60 
y/o; Female >50 y/o; Female <=50 y/o) to 
subset analyses based on the three viruses 
(SARS-CoV-2, influenza virus, and RSV). 
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Table 1. Summary of Changes 
Version/ 

Date 
Associated 
Protocol 

Amendment 

Rationale Specific Changes 

 
 
 
 
 
 
 
 
Clarified certain 
secondary 
analysis sets  
 
 
 
 
 
 
Clarified 
definition of 
occurrence of 
new or 
increased 
symptoms 
 
 
 
Clarified 
definition of 
recovery phase 
 
 
 
 
 
 
 
 
 
 
Added an 
additional 

Incorporated changes throughout the SAP 
body to reflect this clarification, including 
the language of the secondary endpoint 
related to voice quality in Section 2.1, 
Table 2. 

 

The analysis sets for secondary analysis 
listed in Section 6.2.1 and Section 6.2.4.1 
were updated to exclude those participants 
who experienced technical issues due to 
study operational errors (e.g., received 
wrong instructions for self-swabs). 

 

Section 5.2.2.1. Provided definition of 
occurrence of new or increased symptoms, 
using the participants’ initial symptoms in a 
time window of 3 days. 

 

 

Section 5.2.2.2. The SAP defined the 
beginning of recovery as “the time before 3 
consecutive observations of decrease in 
total symptom scores”. This definition was 
clarified as follows: (a) restrict such 
decrease to be after the occurrence of 
new/increased symptoms and after the 
maximal total symptom score is reached; (b) 
allow the total symptom score to remain at 
the same value after the initial drop. 

 

Section Interim Analyses Section 7: This 
section was updated to include a second 
interim analysis that may be conducted to 
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Table 1. Summary of Changes 
Version/ 

Date 
Associated 
Protocol 

Amendment 

Rationale Specific Changes 

Interim 
Analysis  
 
 
 
 
 
 
 
Updated 
intercurrent 
event wording 
for estimands 
 
 
 
Updated well to 
sick analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Clarified 
definition of 
return to well 
state 
 

evaluate the study primary and secondary 
objectives, and the algorithm development 
analyses detailed in appendix SAP based on 
Cohort 1 data (consisting of approximately 
9,100 participants who have been enrolled 
by 15 Feb 2022 prior to protocol 
amendment #2).  

 
Section 2.1 and throughout the SAP: the 
intercurrent event wording for estimands in 
this study was clarified. There are no 
particular intercurrent events considered. 

 

Section 5.2.2.3: The baseline for well to 
sick analysis was clarified. To categorize 
participants during well to sick and facilitate 
model convergence, the main well to sick 
analysis was updated to include: 1) a 
summary was added with respect to those 
who lack data during the period, non-
responders for the endpoint, and responders 
(for which the days to maximal response 
and the growth rate will be summarized); 2) 
a linear mixed effect model was added to 
evaluate the overall trend for the endpoint; 
and 3) for endpoints that are statistically 
significant from 2), the nonlinear sigmoid 
model was modified to primarily use the 
logit transformed linear mixed effect model 
to estimate growth during the period.  

 
Section 5.2.2.5: a clarification for return to 
well state was added, using the participants’ 
initial 3-day symptoms. 
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Table 1. Summary of Changes 
Version/ 

Date 
Associated 
Protocol 

Amendment 

Rationale Specific Changes 

Added a 
heatmap plot 
for correlation 
presentation 
 
Added 
corresponding 
plot for well to 
sick descriptive 
summary 
 
Added a 
summary of 
both symptom 
and voice 
compliance for 
the compliance 
analysis 
 
Added a 
summary of 
contents for 
analysis 
methods section 
for continuous 
endpoints 
 
Made consistent 
across sections  
 
 
 
 
 
For Appendix A 
algorithm 
development 
SAP: 
 
Updated the 
algorithm 

Section 5.2.2.5: a heatmap plot for the 
correlation results was added for 
visualization. 
 
 
Section 6.1.1.1: a corresponding mean/SD 
plot for the well to sick descriptive 
summary was added for visualization. 
 
 
 
Section 6.2.1: compliance analysis included 
a summary for both symptom and voice 
compliance. 
 
 
 
 
 
Section 5.2.2: A summary of section 
contents was added at beginning for clarity. 
 
 
 
 
 
 
Section 5.2: Updated the p-value 
specification for statistical significance in 
this section from p<0.05 to p<0.10 to be 
consistent with analyses across sections 
(such as 90% CI). 
 
 
 
 
 
 
 
Appendix A SAP Section 3: Updated the 
algorithm analysis sets and well/sick state 
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testing. If the participant does not develop any new or increased symptoms between swab #1 
and end of Week 6, they will obtain a self-swab (swab #2) at Day 42.  
If the participant tests positive for any of the three viruses at swab #1 or swab #2, they will 
continue the study until end of week 8. If they test negative for any of the three viruses at 
swab #1 and swab #2, they will exit the study at approximately the end of week 6. Results of 
the RT-PCR testing will be shared with participants.  
Demographic, medical history, and smoking status data will be collected. At the end of the 
study, voice and symptom trajectories will be analyzed to understand the SARS-CoV-2 and 
other infectious respiratory disease trajectory. Analysis of symptom and voice changes will 
be examined based on SARS-CoV-2/Influenza/RSV test results. The study design purely 
contemplates capture of symptoms and voicing by a research participant. It does not involve 
in any respect the assessment, examination, diagnosis, prognostication or treatment of any 
study participant. 

This statistical analysis plan (SAP) provides the detailed methodology for summary and 
statistical analyses of the data collected in Study X9001293. This document may modify the 
plans outlined in the protocol; however, any major modifications of the primary endpoint 
definition or its analysis will also be reflected in a protocol amendment. 

2.1. Study Objectives, Endpoints and Estimands 

Table 2. Study Objectives, Endpoints and Estimands 
Objectives Endpoints Estimands 

Primary Objective(s): Primary Endpoint(s): Primary Estimand: 

● Obtain data to 
characterize the 
relationship between 
symptoms and voice 
features for participants 
with acute viral 
respiratory illness. This 
data will be used as the 
basis to build voice and 
symptom algorithm(s) 
for detection and 
monitoring of these 
illnesses. 

 

 

• Change in self-reported 
symptom scores in the 
Electronic diary from 
well to sick in 
symptomatic participants 
with RT-PCR confirmed 
SARS-CoV-2, influenza 
virus, or RSV. 

• Change in voice 
features, such as pitch, 
jitter, harmonicity, 
entropy, flatness, 
shimmer from the voice 
collection as captured by 
the Electronic diary from 
well to sick in 
symptomatic participants 
with RT-PCR confirmed 

For this primary objective, 
analyses will include 
modeling of well to sick 
changes for symptoms and 
voice features in 
symptomatic SARS-CoV-2, 
Influenza virus or RSV 
positive participants, and 
evaluating the well state 
baseline across all 
participants who are initially 
SARS-CoV-2/ Influenza 
/RSV negative and have no 
acute symptoms. 

Estimand E1: This estimand 
is intended to provide a 
population level estimate of 
the well state as well as 
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Table 2. Study Objectives, Endpoints and Estimands 
Objectives Endpoints Estimands 

SARS-CoV-2, influenza 
virus, or RSV. 

 

changes in symptoms and 
voice features from well to 
sick in symptomatic SARS-
CoV-2, Influenza virus or 
RSV positive participants 
using Electronic diary. 

Population: Participants who 
are ≥18 years of age as 
defined by the inclusion and 
exclusion criteria, initially 
are SARS-CoV-2/ Influenza 
/RSV negative and have no 
acute symptoms, and are at 
risk of developing 
symptomatic SARS-CoV-2, 
Influenza virus or RSV 
illness. 

Intercurrent events: 
• There are no particular 

intercurrent events 
considered. Participants 
who have events that 
lead to missing data will 
be included and missing 
data will not be imputed. 

• Inadequate compliance –
data will be used as 
recorded. 

Secondary Objective(s): Secondary Endpoint(s): Secondary Estimand: 

1. Assess compliance of 
the participants using 
the Electronic diary to 
collect data.  

• Percentage of total days 
of symptoms entered in 
the Electronic diary. 

• Percentage of total days 
of voice recordings 
entered in the Electronic 
diary. 

Estimand E2: This estimand 
is intended to provide a 
population level estimate of 
the percentage of occurrence 
for these endpoints. 

Population: Participants who 
are ≥18 years of age as 



Objectives Endpoints 

2. Test the quality of the 
recording from the 
Electronic diary to 
collect data that is 
usable for interpretation. 

•

•

•

3. Determine rates of 
positivity for SARS-CoV-
2/Influenza/RSV 
infection. 

• Percentage of 
participants with SARS-
CoV-2; and/or Influenza; 
and/or RSV RT-PCR 
based positivity in self-
swabs. 

4. Evaluate the feasibility 
of obtaining self-swabs. 

• Percentage of 
participants 
administering the self-
swab at self-
swab #1 and self-
swab #2. 

• Percentage of 
participants reporting 
symptoms in the 
Electronic diary, who 
have a self-swab 
collected at or around 
symptom onset. 

• Percentage of self-swabs 
with valid (positive or 
negative) or invalid 
(non- reportable due to 
technical or self-
collection failures) 
results. 

  

 
  

CCI
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new or increased symptoms between swab #1 and end of Week 6, they will obtain a self-swab 
(swab #2) at Day 42. 

If the participant tests positive for any of the three viruses at swab #1 or swab #2, they will 
continue the study until end of week 8. If they test negative for the three viruses at swab #1 
and swab #2, they will exit the study at approximately the end of week 6 when the test results 
are returned. The results of the RT-PCR testing will be shared with participants. 

Demographic, medical history, and smoking status data will be collected. At the end of the 
study, voice and symptom trajectories will be analyzed to understand the SARS-CoV-
2/influenza virus/RSV respiratory disease trajectories.  Analysis of changes in symptoms and 
voice characteristics will be stratified by SARS-CoV-2/Influenza/RSV test results.  

 
Figure 1. Schema for AcRIS Study Design 
 

 
3. ENDPOINTS AND BASELINE VARIABLES:  DEFINITIONS AND 
CONVENTIONS 
3.1. Primary Endpoint(s) 
The primary endpoints for this study are: 

(a) Change in self-reported symptom scores in the Electronic diary from well to sick in 
symptomatic participants with RT-PCR confirmed SARS-CoV-2, influenza virus, or RSV.  







respiratory illness. The data will be used to quantify changes from well to sick using voice 
and self-reported symptoms collected with an Electronic diary in symptomatic SARS-CoV-
2/influenza virus/RSV positive participants. The hypotheses that voice and self-reported 
symptoms will change with acute viral respiratory illness will be tested. This data will be 
used as the basis to build voice and symptom algorithm(s) for detection and monitoring of 
these illnesses.   

•

•

•

•

•

CCI
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To categorize the well to sick progression during this period (from day=1 to the time before 
recovery), for each endpoint, the change from baseline will be summarized as follows: 

a. The number and percentage of participants who have less than two days of available 
data for the endpoint during this period. 

b. For each participant who has two or more days of available data for the endpoint 
during this period, a linear regression of the change from baseline vs. day, without 
intercept, will be fit.  The participants without a statistically significant trend from the 
model will be categorized as non-responder, and number/percentage will be 
summarized. 

c. For each participant with a statistically significant trend from the model in b, two 
measures will be computed: the day at which the first maximum change from baseline 
value (direction determined by linear fit in b) is reached during the period (defined as 
Tmax), and the ratio of the maximum change to the Tmax (defined as Growth Rate).  
The descriptive summary of the two measures for these significantly responding 
participants will be presented. 

In addition, the well to sick progression period for each endpoint will be modelled 
monotonically. Firstly, a linear mixed effect model for the change from baseline vs. day will 
be used, with slope (i.e. without intercept) included as both fixed effects and random effects 
(to account for participant level variation). The number of participants used by the model, 
estimate of the slope’s fixed effect mean, standard error, 90% CI, and p-value, as well as the 
variance estimate for its random effect will be presented. 

Secondly, for the statistically significant endpoints determined by the linear mixed effect 
model, a logistic sigmoid growth/Emax model will also be considered for the population 
model: 

𝑦 − 𝑎 = 𝑑 − 𝑎1 + ൬𝑑𝑎𝑦𝑐 ൰ି + 𝜀 
where 𝑖represents the 𝑖th participant, 𝑗 represents the 𝑗th day, 𝑎 is the baseline value for the 𝑖th participant, and 𝑦 is the continuous endpoint value modelled as response. Parameters 𝑏, 𝑐, 𝑑 represent the Hill slope, the day at which 50% effect is reached, and the asymptotic 
maximum sick response for the model, respectively, which can have participant level 
variation. 

To facilitate model convergence, the maximum value observed during the period for each 
participant (direction determined by individual linear fit from b above), max, will be used to 
substitute parameter d, and a linear mixed effect model of the logit transformed log((max − 𝑦)/(𝑦 − 𝑎)) vs log(day) will be used for the longitudinal changes, with its 
intercept and slope included as both fixed effects and random effects. The number of 
participants used by the model, estimates of the fixed effect means, standard errors, 90% CIs, 
and p-values, as well as the variance estimates for their random effects will be presented. The 
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5.2.4. Analyses for Time-to-Event Endpoints 
N/A.  
5.3. Methods to Manage Missing Data 
All summaries and analyses will be based on observed data and missing data imputation is not 
planned.  

6. ANALYSES AND SUMMARIES 
Throughout the analyses, a participant is defined as symptomatic if they report at least one 
new or increased symptom in the Electronic diary during the course of the study. 

6.1. Primary Endpoint(s) 
Change in self-reported symptom scores in the Electronic diary from well to sick in 
symptomatic participants with RT-PCR confirmed SARS-CoV-2, influenza virus, or RSV; 
Change in voice features, such as pitch, jitter, harmonicity, entropy, flatness, shimmer from 
the voice collection as captured by the Electronic diary from well to sick in symptomatic 
participants with RT-PCR confirmed SARS-CoV-2, influenza virus, or RSV. 

6.1.1. Main Analysis  
6.1.1.1. Well to Sick 
• Estimand: Primary Estimand E1(Section 2.1.1). This estimand is intended to provide a 

population level estimate of the well state as well as changes in symptoms and voice 
features from well to sick in symptomatic SARS-CoV-2, influenza virus, or RSV positive 
participants using Electronic diary. 

• Analysis Sets: (a) Participants in Primary Analysis Set (Section 4) who become SARS-
CoV-2, influenza virus or RSV positive (at Swab#2) and symptomatic during the study; 
(b) A subset of (a) who are symptom free at enrollment; (c) A subset of (a) who have 
symptoms due to chronic pre-existing conditions at enrollment. These analysis sets will 
be considered as deemed appropriate by data.  

• Intercurrent events and missing data: (a) There are no particular intercurrent events 
considered. Participants who have events that lead to missing data will be included and 
missing data will not be imputed. (b) Inadequate compliance – data will be used as 
recorded. 

• Statistical Method: Summary statistics and linear mixed effect analyses as described in 
Section 5.2.2.3. The total symptom score, each symptom and each voice feature will be 
modelled individually. 

• Summaries:  
a. Descriptive summaries and corresponding plots of the mean/SD will be provided. For 

linear mixed effect model analyses, estimates for all parameters fixed effect means, 
standard errors, 90% CIs, and p-values, as well as the variance estimates for their 
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random effects will be provided (as described in Section 5.2.2.3). Results from all 
models will be presented in a table. 

b. To assess the well-to-sick analysis baseline: For voice features that are determined as 
statistically significant based on linear model mixed effect analysis, the difference of 
the voice feature values between every pre-symptomatic day (starting from 
enrollment day) and the well-to-sick baseline (i.e. 7-day average before symptomatic 
onset as described in Section 5.2.2.3) will be computed. The mean/SD of the 
differences across participants in the analysis set will be plotted by day up to the 
symptomatic onset. 

6.1.1.2. Well State 
• Estimand: Primary Estimand E1 (Section 2.1.1). 

• Analysis Sets: (a) Primary Analysis Set (Section 4). (b) A subset of (a) who are symptom 
free at enrollment; (c) A subset of (a) who have symptoms due to chronic conditions at 
enrollment. These analysis sets will be considered as deemed appropriate by data.  

• Intercurrent events and missing data: (a) There are no particular intercurrent events 
considered. Participants who have events that lead to missing data will be included and 
missing data will not be imputed. (b) Inadequate compliance – data will be used as 
recorded. 

• Statistical Method: Summary statistics and mixed effect analyses as described in 
Section 5.2.2.4. The total symptom score, each symptom and each voice feature will be 
modelled individually.  

• Summaries: Descriptive summaries, and for mixed effect model estimates of the overall 
mean value per feature, its standard error, and 90% CI, as well as the variance 
components will be presented. 

6.1.1.3. Correlation of Symptoms and Voice Features 
• Estimand: Primary Estimand E1(Section 2.1.1). 

• Analysis Sets: (a) Participants in Primary Analysis Set (Section 4) who become SARS-
CoV-2, influenza virus, or RSV positive (at Swab#2) and symptomatic during the study; 
(b) A subset of (a) who are symptom free at enrollment; (c) A subset of (a) who have 
symptoms due to chronic conditions at enrollment. These analysis sets will be considered 
as deemed appropriate by data.  

• Intercurrent events and missing data: (a) There are no particular intercurrent events 
considered. Participants who have events that lead to missing data will be included and 
missing data will not be imputed. (b) Inadequate compliance – data will be used as 
recorded. 
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• Statistical Method: MMRM model, and Pearson and Spearman rank order correlations, as 
described in Section 5.2.2.5.  

• Summaries: Estimates of the coefficient for the change in voice features, standard errors, 
90% CIs, and p-values will be summarized. Results from all models and the correlations 
will be presented in a table. Correlation plots will be presented. 

6.1.2. Sensitivity/Supplementary Analyses 
Sensitivity analyses may be conducted to assess the effect of compliance. Participants who 
have less than 3 out of 7 days of baseline data prior to symptom onset will be excluded and 
analyses in Section 6.1.1 repeated. 

6.2. Secondary Endpoint(s) 
Estimand: The estimand for all secondary endpoints is based on Estimate E2 (Section 2.1.2), 
which is intended to provide a population level estimate of the percentage of occurrence for 
the secondary endpoints. 

Analysis Set: The analysis set for all secondary endpoints is based on FAS (as described in 
Section 4). 

Intercurrent events and missing data: (a) There are no particular intercurrent events 
considered. Participants who have events that lead to missing data will be included and 
missing data will not be imputed. (b) Inadequate compliance – data will be used as recorded. 

Statistical methods and summaries for each of the secondary endpoints are detailed below. 

6.2.1. Percentage of total days of symptoms and total days of voice recordings entered in 
the Electronic diary 
For each participant, compute: 

a. Symptom compliance = number of compliant days* of symptoms entered in the 
Electronic diary divided by the total number of days in the study, and expressed as a 
percentage. Compute mean, SD, median, maximum and minimum percentage of days 
of symptoms across participants.  

b. Voice compliance = number of compliant days* of completed voice recordings 
entered in the Electronic diary divided by the total number of days in the study, and 
expressed as a percentage. Compute mean, SD, median, maximum and minimum 
percentage of days of completed voice recordings across participants. 

c. Partial voice compliance = number of compliant days* of partially completed voice 
recordings entered in the Electronic divided by the total number of days in the study, 
and expressed as a percentage. Compute mean, SD, median, maximum and minimum 
percentage of days of partially completed voice recordings across participants. 
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d. Symptom and voice compliance = number of days* with both symptom compliance 
and voice compliance, divided by the total number of days in the study, and expressed 
as a percentage. Compute mean, SD, median, maximum and minimum percentage of 
days of symptoms across participants.  

*Since participants may complete the Electronic diary multiple times per day, a compliant 
day will be counted as valid and included in these analyses if participants have one or more 
sessions of an Electronic diary completed for symptoms (a. and d.) or completed/partially 
completed for voice recordings (b., c. and d.). 

The analysis set for this analysis will be the FAS (as described in Section 4), excluding those 
participants who experienced technical issues due to study operational errors (e.g., received 
the wrong instructions for self-swabs). 

Plots of number of compliant days of completed symptoms, completed voice recordings and 
partially completed voice recordings along day for all participants will be generated.  

6.2.2. Percentage of quality voice recordings based on signal to noise ratio, sound 
duration and background noise measures 
Compute number of days of quality voice recordings (i.e. recordings exceeding signal-to-
noise ratio (SNR) and duration thresholds) per task from the total number of voice compliant 
days (see Section 6.2.1) per participant, and express as a percentage: 

a. Percentage of voice recordings with P1 ‘ah’ (SNR > 20dB AND duration > 3 sec) OR 
(SNR <= 20 dB AND Noise Loud = ‘N’ AND duration > 3 sec) 

b. Percentage of voice recordings with P2 ‘ee’ (SNR > 20dB AND duration > 3 sec) OR 
(SNR <= 20 dB AND Noise Loud = ‘N’ AND duration > 3 sec) 

c. Percentage of voice recordings with P3 ‘mm’ (SNR > 20dB AND duration > 3 sec) 
OR (SNR <= 20 dB AND Noise Loud = ‘N’ AND duration > 3 sec) 

d. Percentage of voice recordings with Reading Task (SNR > 20dB AND duration > 10 
sec) OR (SNR <= 20 dB AND Noise Loud = ‘N’ AND duration > 10 sec) 

e. Percentage of quality voice recordings  
In the case of multiple Electronic diary sessions per day, the session with the highest quality 
voice recordings for that day will be used in this analysis. 
Compute summary statistics (mean, SD, median, maximum and minimum percentage of 
days) of these percentages across participants. 

6.2.3. Percentage of participants with SARS-CoV-2; and/or Influenza; and/or RSV RT-
PCR based positivity in self-swabs 
Compute the percentage of participants who:  

(a) Had a valid self-swab #1 result that was positive for 
a. SARS-COV-2 
b. Flu A 
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c. Flu B 
d. RSV 
e. Any of the above (combined) 

(b) Had a valid self-swab #2 that was positive for 
a. SARS-COV-2 
b. Flu A 
c. Flu B 
d. RSV 
e. Any of the above (combined) 

6.2.4. Feasibility of obtaining self-swabs 
6.2.4.1. Percentage of participants administering the self-swab at self-swab #1 and self-
swab #2 

a. Number of participants who administered self-swab #1 divided by total number of 
participants in the study, reported as a percentage. 

b. Number of participants who administered self-swab #2 divided by total number of 
participants in the study, reported as a percentage. 

c. Number of participants who administered self-swab #1 and self-swab #2 divided 
by total number of participants in the study, reported as a percentage. 

The analysis set for this analysis will be the FAS (as described in Section 4), excluding those 
participants who experienced technical issues due to study operational errors (e.g., received 
the wrong instructions for self-swabs). 

6.2.4.2. Percentage of participants reporting symptoms in the Electronic diary, who 
have a self-swab collected at or around symptom onset 

a. Number of days from symptom onset (reporting new or increased symptoms in 
the Electronic diary) to Record Swab #2 day in the Electronic diary averaged 
across participants who administered self-swab #2. Compute mean, SD, median, 
maximum and minimum days across participants. 

b. Number of participants who administered self-swab #2 and reported new or 
increased symptoms in the Electronic diary before Week 6 divided by the 
number of participants who reported new or increased symptoms in the 
Electronic Diary before Week 6, reported as a percentage. 

c. Number of participants who administered self-swab #2 and reported new or 
increased symptoms in the Electronic diary before Week 6 divided by the 
number of participants who administered self-swab #2 before Week 6, reported 
as a percentage. 
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6.5. Baseline and Other Summaries and Analyses 
6.5.1. Baseline Summaries 
Demographic data and specific components of the enrollment questionnaire as listed in 
Section 3.4 will be summarized, and their descriptive statistics (n / percentages and/or mean, 
median, maximum and minimum statistics as appropriate) summarized and tabulated. 

6.5.2. Study Conduct and Participant Disposition 
Participants’ evaluation, disposition and discontinuation will be summarized according to 
Pfizer standards. 

6.5.3. Study Treatment Exposure 
N/A. 

6.5.4. Concomitant Medications and Nondrug Treatments 
N/A. 

6.6. Safety Summaries and Analyses 
The safety analysis set is the FAS. The incidence and severity of adverse events 
(AEs)/research related injuries (RRIs) will be summarized according to Pfizer standards. 

7. INTERIM ANALYSES 
7.1. Introduction 
An interim analysis (IA) #1 will be conducted once the first 1000 participants have 
completed the study to reassess study feasibility and enrollment requirements, including 
sample size.  

An additional IA #2 may be conducted to evaluate the study primary and secondary 
objectives, and the algorithm development analyses detailed in the appendix SAP based on 
Cohort 1 data, consisting of approximately 9,100 participants who have been enrolled by 15 
Feb 2022, prior to protocol amendment #2.  

7.2. Interim Analyses and Summaries  
7.2.1. IA #1 
The list of study feasibility and compliance measures that will be summarized for the IA is: 

• Number of participants enrolled 

• Number of participants completed 

• Number of participants without symptoms at enrollment (including or excluding chronic 
symptoms) 

• Self-swab #1, number completed and by its outcome  
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• Self-swab #2, number completed before and after Day 42, and by its SARS-CoV-2 
outcome (if after Day 42, number symptomatic participants during Day 42 – Day 56) 

• Average % day Electronic diary completion, and before or after self-swab #2 

• Average % quality voice Electronic diary entries 

• Number of well to symptomatic sick (SARS-CoV-2) participants 

All 1000 participants (the IA analysis set) will be included in the interim analysis based on 
observed cases, and missing data will not be imputed. To define the well to symptomatic sick 
participants for the IA, all following conditions need to be met to be included: 

• Without symptoms at enrollment (two participant sets will be considered: including 
or excluding chronic symptoms) 

• Negative self-swab #1 results for SARS-CoV-2, Influenza, and RSV 

• Positive self-swab #2 result for SARS-CoV-2 

• Reported new or increased symptoms during the study 

Number and its percentage, or median/minimum/maximum will be summarized as 
appropriate. The summary will be produced for all participants, as well as by gender/age 
groups (i.e. Male >60 y/o; Male <=60 y/o; Female >50 y/o; Female <=50 y/o).  

In addition, for the IA analysis set as well as for the well to symptomatic sick SARS-CoV-2 
participant sets (including or excluding chronic symptoms at enrollment), the number of 
participants with quality Electronic diary completion will be plotted along day for all 
participants, and by gender/age groups.  

7.2.2. IA #2 

The analyses and summaries for this IA will include the primary and secondary analyses 
detailed in Section 6.1 and Section 6.2 respectively, and the algorithm development analyses 
detailed in appendix SAP (Section 8 Appendix A).   
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4. GENERAL METHODOLOGY AND CONVENTIONS 
4.1. Hypotheses and Decision Rules 
Given the algorithm’s intended use as a screening tool in the general population not guided 
by a healthcare professional, we would define the success criteria for the algorithm as 
achieving a sensitivity on par with that of a rapid antigen test for SARS-CoV-2 infection as 
observed in real world studies, which is between 60% and 80%1. Hence, the success criteria 
for the algorithm will be an observed sensitivity of 70% or better. 

The specificity of the algorithm will be assessed with a target minimum specificity of 60% as 
observed in other studies that use audio signals to detect SARS-CoV-2 infection 2. The goal 
is to optimize the sensitivity of the algorithm as the primary performance measure without 
compromising the minimum specificity, since this algorithm is meant to be used as a 
screening tool (high sensitivity) and not a diagnostic tool.The reference rapid antigen test 
benchmarks compared to RT-PCR test for SARS-CoV-2 are as follows1: sensitivity ≥ 80% in 
symptomatic individuals and sensitivity ≥ 60% in asymptomatic individuals.  

The probability that the observed sensitivity for symptomatic RT-PCR positive participants 
in AcRIS is greater than 70% with a total number of 100 cases is given in the following table 
for two assumed true values of expected sensitivity.  
 
Table 1. Probability that observed sensitivity in symptomatic RT-PCR positive 

participants in AcRIS is greater than 70% with total of 100 cases. 

True Sensitivity Probability of Observed Sensitivity > 70%1 
60% 0.02 
75% 0.88 
80% 0.99 

 
Thus, with at least 100 symptomatic RT-PCR positive participants in AcRIS, we hypothesize 
that the study has high probability of success under these conditions.  

Furthermore, Figure 1. illustrates the number of cases required to achieve target sensitivity 
values for a given screening tool – e.g., for a sensitivity of 70% with 10% margin of error for 
the 95% confidence interval (i.e., 60% to 80%), 81 cases are required (assuming a binomial 
distribution for the sensitivity values). Identifying 100 symptomatic positive cases should 
allow us to attain 70% target sensitivity with precision of 8.98%. 

 

 

 

 
1 Under the assumption of a binomial distribution. 
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Figure 1. Estimation of the number of cases required to achieve target sensitivity 
values assuming a 10% margin of error. 

 

 

 

4.2. General Methods 
4.2.1. Voice Data Preparation 
Audio data collected during the performance of voice tasks (i.e., phonemes and reading) in 
the Electronic Diary will be processed as follows: 

Automatic checks are performed in the Electronic Diary for duration and background noise, 
with the latter used to drive the speech signal to a desired signal-to-noise ratio for analysis 
with feedback provided to the user so corrective action may be taken during data collection. 
In addition, cleaning will be performed on the audio data before data analysis to remove 
leading and trailing background noise associated with the speech signal. The data pipeline 
performing feature extraction will at a minimum have the following functions: 

1. Auto-cleaning: to remove leading or trailing noise artifacts, log cleaning success or 
failure, and log percent change to audio signal. 

2. Automatic transcription: The transcript and timing of each spoken word from the 
reading task will be automatically derived using proprietary Amazon Web Services 
(AWS) speech-to-text technologies 3. Transcription content may be compared to the 
expected reading passage using the Levenshtein ratio metric4 to measure differences 
between the transcribed speech and the canonical rainbow passage as a potential 
measure of incoming sample quality 5.  

4.2.2. Voice Feature Extraction 

The following list of features will be extracted from each voice task using established 
routines 6–8 for all participants in the FAS who have voice data and at least one RT-PCR test 
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result. Each audio task will be matched with an appropriate subset of these features. Short-
duration phoneme tasks EE and MM will be paired with features from lists 1, 2, and 3 below 
which generally focus on power, pitch, and spectral structure. Sustained phonation task AHH 
will be paired only with feature 4.d, which will provide information related to lung capacity. 
The reading task will be paired with features 3.f and 4.a-c, which cover both spectral 
structure and measures related to shortness of breath and breathlessness.  

1. Features capturing power and power variability in speech: 
a. Shimmer 

i. Local 
ii. Local decibel (dB) 

b. Third octave band energy 
2. Features capturing pitch and pitch variability in speech: 

a. Formants 
i. Mean formant values for formants 1, 2, 3. 

ii. Mean formant bandwidth values for formants 1, 2, 3. 
b. Jitter 

i. Local 
ii. Local absolute 

c. Coefficient of variation F0 
d. Voiced frames 

3. Features capturing spectral structure of speech: 
a. Harmonicity 
b. Entropy 
c. Spectral flatness 
d. Voiced low-to-high ratio 
e. Cepstral peak prominence 
f. Mel-frequency cepstral coefficients 

i. Mean coefficients 1-13 
ii. Standard deviation coefficients 1-13 

iii. Delta coefficients 1-13 
iv. Delta-delta coefficients 1-13 

4. Features capturing information related to shortness of breath, breathlessness, and/or 
lung capacity. 

a. Speaking rate 
b. Number of pauses 
c. Average pause length 
d. Maximum phonation time 

4.2.3. Feature Selection and Dimensionality Reduction Methods  
The univariate analysis performed as part of the primary objective of the study and detailed 
in the main SAP will be employed on the features listed in Section 4.2.2. This analysis will 
help inform which voice features and symptoms change with SARS-CoV-2 infection to guide 
the classical machine learning analysis described in Section 4.2.6. To minimize the amount 
of noise or irrelevant information in model training, validation, and testing, both feature 
selection and dimensionality reduction methods will be used. This process will include 
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feature values paired with their respective sick and well labels (supervised learning) and may 
also include the symptom scores associated with each sample. This analysis will be 
performed on participants’ data within the primary analysis set. 

Clustering methods such as t-distributed Stochastic Neighbor Embedding (t-SNE) 9, Uniform 
Manifold Approximation and Projection (UMAP) 10, and/or 2-component Principal 
Component Analysis (PCA) 11 will be used to qualitatively investigate to what degree 
features and/or the combination of features and symptoms can separate the well and sick 
states. While the resulting clusters will not be used to directly remove certain features from 
consideration, they will help inform which features and/or symptoms group together, which 
will be useful in understanding how the final model makes predictions.   

Feature and/or symptom correlations will provide an understanding of symmetrical linear 
relationships in the data. Features that are highly correlated with one another will be 
identified as features that could potentially be dropped, as they provide similar information. 
The Predictive Power Score (PPS)12, which compares a feature’s ability to predict another 
feature against the performance of a naïve classifier (e.g., choosing the most frequent class, 
choosing the median), will be used to investigate asymmetrical non-linear relationships 
among the features. Features with a PPS indicating low predictive utility (e.g., less than 0.1 
using F1-score as an evaluation metric) will also be separated as features that can potentially 
be eliminated. Other metrics may also be used to assist in this analysis, such as the chi-square 
test, information gain, or random forest feature importance.  

Once this process has been completed, automated feature elimination algorithms will be used 
iteratively to further remove any remaining redundant features. This will be accomplished 
with Recursive Feature Elimination with Cross Validation (RFECV) 13, which recursively 
removes features until predictive performance degrades, and/or the Boruta algorithm 14, 
which removes features that fail to perform better than a random classifier. 

Finally, PCA may be used to perform dimensionality reduction by projecting the remaining 
features from a high-dimensional space m to a lower-dimensional space n. Depending on the 
size of the remaining feature set, if PCA can significantly reduce the number of features (e.g., 
n < 75% of the total number of features m) while maintaining a high degree of explained 
variance (e.g., >95%), then it may be appropriately used to reduce the final feature set. 
Assuming PCA is deemed to be a viable option, both the resulting PCA features, that is, 
those n components that explain a high percent (e.g, >95%) of the variance, and the features 
remaining after RFECV/Boruta will be used as separate inputs for performing the repeated 
stratified k-fold cross-validation outlined in Section 4.2.6.1. This way, the cross-validation 
performances of the PCA feature set and the reduced feature set can be compared to ensure 
that this last dimensionality reduction step does not significantly impact performance. 

4.2.4. Spectrogram and Mel-spectrogram Extraction 
Spectrograms of each of these WAV (waveform audio file format) audio files will be 
computed to obtain a visual representation of the spectrum of audio frequencies against time 
15. The spectrogram will be log-transformed, converting it from an amplitude representation 
to a decibel representation. Spectrograms are generated by performing the Short-Time 
Fourier Transform (STFT) with a sliding Hamming or Hann window. Examples of 
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parameters are sliding window size 32ms, hop window of 10ms, and a 512-point Fast Fourier 
Transform (FFT). This would give spectrograms of size 257 x 201 for 2 seconds of audio 
data recorded with a 16k Hz sampling rate. The resulting spectrogram will be integrated into 
Mel-spaced frequency bins (such as 64), where the magnitude of each bin is log transformed  
16. The Mel spectrogram has the advantage over a typical frequency spectrogram because the 
Mel scale in the Mel spectrogram has unequal spacing in the frequency bands and provides a 
higher resolution in lower frequencies, as compared to the equally spaced frequency bands in 
a normal spectrogram.  

The Mel spectrogram follows speech recognition systems. The lower coefficients which map 
to the lower frequencies associated with human hearing capabilities will be examined. There 
are several methods for converting the frequency scale to the Mel. One way to convert 
frequency f into Mel scale m as 17:  

𝑚 = 2595 × 𝑙𝑜𝑔10(1 +
𝑓

700
) 

 
Cepstral analysis will be performed on the Mel spectrum of audio samples to compute their 
Cepstral coefficients, so called Mel Frequency Cepstral Coefficients (MFCC)17. The 
extracted MFCC features result in a two-dimensional matrix for every sample, where each 
column represents one signal frame, and each row represents extracted MFCC features for a 
specific frame. MFCC features can be used in several ways for classification. Spectrograms, 
Mel spectrograms and MFCC will be used as input to the Deep Learning Modeling described 
in Section 4.2.6 18,19. 
4.2.5. Classical Machine Learning  
Using the reduced feature set from Section 4.2.3., classical machine learning algorithms will 
be trained to perform the binary classification of well versus sick states. Ensemble learning 
algorithms are the preferred method because they: typically generalize well, are very robust 
to overfitting, can be trained efficiently, require little hyper-parameter tuning to achieve 
competitive results, perform predictions quickly and can be easily packaged for deployment 
20. The classical machine learning approach also lends itself to making understandable 
predictions. SHapley Additive exPlanations (SHAP)21 will be used to investigate the most 
successful models to determine to what degree each feature influences model output. The 
main classical machine learning models of interest include: Random Forest 22; Bagging 23; 
Extreme Gradient Boosting (XGBoost)24 ; Light Gradient Boosting Machine (LGBM) 25; 
Support Vector Machine (SVM) Ensemble 26. 

Additional modeling may include a combination of spectrograms (described in Section 
4.2.4.) and voice features described in Section 4.2.2. The spectrogram averaged across time 
may be combined with the voice features and used as the input to the classical machine 
learning model. In early fusion, a classifier is trained on the combined set of voice features 
and averaged spectrograms. In late fusion, separate models are trained on averaged 
spectrograms and voice features, and the final prediction is the average of the output from the 
two models 27–29. 

In addition, covariance approach which quantifies the linear relationship between features 
will also be explored to perform the binary classification of well versus sick states. This 
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approach has been shown to be invariant to the linear transformation of the features30. This 
invariance property might diminish the intersubject variability of the acoustic features and 
can also reduce any learning effects of the acoustic features over time on the model 
performance. The input data for this approach will be the MFCCs matrix, as described 
in Section 4.2.4.  
 
Specifically, the covariance matrix between MFCCs will be estimated using the Ledoit-Wolf 
shrinkage estimator.31 Each covariance matrix is an instance of symmetric positive definite 
matrix and represents a point on the Riemannian manifold.32 To apply classical distance-
based machine learning algorithms, the resulting covariance matrix can be mapped to the 
tangent space33 which is an instance of a vector space. This transformation to the tangent 
space also permits the fusion of other acoustic features in the covariance model. Finally, 
classical machine learning  models like Random Forest 22; Balanced Random Forest34, 
Bagging 23; Extreme Gradient Boosting (XGBoost)24 ; Light Gradient Boosting Machine 
(LGBM) 25; Support Vector Machine (SVM) Ensemble 26 will be explored in the tangent 
vector space to perform the binary classification of well versus sick states. 
 
4.2.5.1. Classical Machine Learning Model Training and Testing 
The data will be randomly divided into two sets by subject: training (e.g., 80% of subjects) 
and test set (e.g., 20% of subjects).  Repeated stratified k-fold cross validation (on the subject 
level) on the training data will be used to evaluate performance, as it provides confidence in 
the resulting performance values. Both k (number of folds) and n (number of repetitions) will 
be chosen based on the final sample size. The test set will be a hold-out test set until model 
training and validation is complete. 

4.2.5.2. Classical Machine Learning Model Selection 
In order to evaluate model performance, predictions from each model will be summarized in 
a confusion matrix, as shown in Table 2. Performance metrics including sensitivity, 
specificity and balanced accuracy will be computed as shown in Table 3. Area under the 
receiver operating characteristic curve (AUC-ROC) showing sensitivity vs. 1 – specificity 
will also be assessed. A proposed classical machine learning model will be chosen based on 
the repeated stratified k-fold cross validation performance. This model may be further tuned 
to maximize performance, will be trained on the entire training set to generate a final model, 
and will finally be tested on the hold-out test set to generate the final performance results. 

Table 2. Confusion Matrix. True Positives (TP), True Negatives (TN), False 
Positives (FP), False Negatives (FN); in terms of total number among 
predictions. 

  Actual 
  Positive Negative 

Predicted Positive  TP FP 
Negative  FN TN 
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Table 3. Definition of Performance Measures. True Positives (TP), True Negatives 
(TN), False Positives (FP), False Negatives (FN). 

Performance Measure Formula 
Sensitivity TP / (TP + FN) 
Specificity TN / (TN + FP) 
Balanced Accuracy  (Sensitivity + Specificity) / 2 

 
4.2.5.3. Classical Machine Learning Model Output 
The final output of the classical machine learning approach will be the full set of model 
predictions for the best-performing model’s repeated k-fold cross-validation, as well as the 
full set of predictions of this model on the hold-out test set. Both sets of predictions will be 
paired with their respective labels so that all performance metrics can be calculated. 

4.2.6. Deep Learning 
In addition to classical machine learning algorithms, deep learning models will be used to 
perform the binary classification of well versus sick states. The input data for the deep 
learning models will include spectrograms, Mel-spectrograms, or other variants of 
spectrogram such as log-Mel-spectrogram or MFCC, as described in Section 4.2.4 for the 
CNN models or the audio files in case of Transformer models. 
 
Deep learning models have been widely used to classify covid positive and negative 
participants using voice or cough data (e.g., see review papers by Deshpande et al 35and Qian 
et al,36). Most studies have used various architectures of convolutional neural network (CNN) 
models, and few have applied recurrent neural networks (RNN) 37. More recently, 
Transformers have been found useful for speech analysis 38,39. We may apply various 
architectures of the CNN models such as ResNet18 (Residual Neural Network 18) 40, VGG16 
(Visual Geometry Group 16) 41, VGG19 42 or custom built models.  
 
We will choose the CNN architecures based on the dimension of the final dataset. The details 
of the CNN architectures that may be computed are as follows: 
  
ResNet18: ResNet-18 is a convolutional neural network that is 18 layers deep (Figure 2). 
ResNet is more recent architecture than original CNN architectures like VGG. The advantage 
of ResNet is the skip connections, or shortcuts to jump over some layers. One of the 
problems of deep neural networks is that the first layers’ weights will not change much 
during the training process. This is called vanishing gradient. The skip connections solve the 
problem of vanishing gradients in deep neural networks by allowing this alternate shortcut 
path for the gradient to flow through. These connections also help by allowing the model to 
learn the identity functions which ensure that a higher layer will perform at least as well as 
the lower layer, and not worse. Layers may be added or removed based on our data. Cross-
validation will be used to determine if the model is overfitting the training data. In that case, 
layers will be removed to reduce the complexity of the model. If the model is underfitting the 
data, more layers will be added. 
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Figure 2. ResNet18 architecture. Conv stands for convolution; FC is fully-connected 
layer and SoftMax is the activation function used in the last layer. The last 
layer will be adjusted using a sigmoid function for a binary classification. 
Figure source: Ramzan et al., 201943. 

 
 

 
 

VGG16: VGG16 is a simple and widely used CNN architecture with 16 layers depth  
(Figure 3), which was originally built for ImageNet, a large visual database project used in 
visual object recognition software research. VGG16 is popular due to its ease of 
implementation and is used in many deep learning image classification techniques. Recently, 
VGG16 and VGG19 has been used for classifying SARS-CoV-2 infection positive and 
negative individuals using voice data  42,44. Layers may be added or removed based on our 
data. 
Figure 3. VGG16 architecture. Figure source: https://neurohive.io/en/popular-

networks/vgg16/ 
 

 
 
State-of-the-art architectures: Studies 19,45,46 using state-of-the-art CNN architectures which 
are less dense (<10 layers) than typical standard CNN models (>16 layers), have been shown 
to be successful for SARS-CoV-2 classification as well. Therefore, CNN architectures that 
do not follow standard architectures (e.g., ResNet or VGG) will be built. This allows for the 
choosing/adjustment of the number of layers, kernel size, filter size, padding, stride, pooling 
type and size, batch normalization, and number of nodes in the fully connected layer based 
on the classification task. Dropout will be used at various layers for regularizing the 
parameters to help prevent the neural network from overfitting 47. Lastly, we might add Long 
Short-Team Memory layer to the CNN model which will help to find temporal relationships 
48. A schematic display of a conventional CNN architecture is shown in Figure 4.  
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Figure 4. Example CNN model with three convolutional layers followed by fully 
connected layer. The last layer is the classification layer which has only two 
nodes with sigmoid function as the activation function. Figure adapted from 
Kulchyk et al, 2019 49 

 
 

In addition to the above described modeling, we may try two open source, Transformers-
based acoustic models that use audio files as the input.  
 
The first model is the Nvidia Connectionist Temporal Classification model50, an encoder-
decoder based transformer model originally developed as a speech-to-text model trained on 
thousands of hours of human speech. The pretrained encoder model will be used to generate 
acoustic features and develop a classification algorithm to predict whether a participant is 
sick or well. 
 
The second model is Wav2vec238 wav, a self-supervised, deep-learning transformer model 
which learns latent encodings of audio recordings using contrastive predictive coding tasks. 
A custom wav2vec2 model will be trained on the reading task and a deep-learning 
classification model will be trained to predict whether a participant is sick or well. 
4.2.6.1. Pre-Training 
Studies have shown that pre-training significantly improves the performance of the model. 
For example, Bagad et al. 40 found 17% improvement in area under the curve (AUC) when 
using a pre-trained model compared to one without pre-training. This is particularly 
important when dealing with small (<1000 samples) or medium size data (<10,000 samples). 
Therefore, we may use this approach. For example, one way of pre-training the model is to 
classify “mm” vs “ah” using the data from participants that were negative at both swab #1 
and swab #2. Using transfer learning the weights of this model can be used for a sick vs. well 
classifier 19. Other pre-training approaches will be considered. 

4.2.6.2. Data Augmentation 
A common approach to increase the sample size or balance the data when dealing with 
imbalanced datasets is to use data augmentation. It has been shown that data augmentation 
helps to improve the performance of the model 18,51. Various data augmentation methods may 
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be used such as adding gaussian noise to the audio file, pitch shifting, shifting the time signal 
and stretching the time signal 18,52. 

4.2.6.3. Deep Learning Model Training and Testing  
The dataset will be divided into three separate datasets: training (e.g., 70% of data), 
validation (e.g., 10% of data) and test set (e.g., 20% of data). We will replicate the training 
and validation split three times at the subject level to ensure the results are not biased by 
single randomization. The training of the model requires the choice of an error function, so 
called a loss function, that can be used to estimate the loss of the model so that the 
parameters can be updated to reduce the loss on the next evaluation. Given that we have a 
binary classification problem (sick vs well), our loss function would be binary cross entropy, 
or weighted binary cross entropy. To optimize the parameters of the model, we will either 
use ADAM or Stochastic Gradient Descent (SGD) approach. The name ADAM is derived 
from adaptive moment estimation. ADAM uses momentum of the optimization object and 
adaptive learning rate to converge faster than SGD53. We will use learning rates such as 
0.001 or 0.0001 as the starting point.  
 
4.2.6.4. Deep Learning Model Selection 
To evaluate the performance of the deep learning models, performance metrics including 
sensitivity, specificity and balanced accuracy will be derived on the test and validation sets 
(Table 2 and Table 3). The model AUC-ROC will be assessed. The final model will be 
trained on the entire training set to maximize fine tuning, and will finally be tested on the 
hold-out test set to generate the final performance results. 

4.2.6.5. Deep Learning Model Output 
The final output of the deep learning approach will be the full set of model predictions for the 
best-performing model validation, as well as the full set of predictions of the final model on 
the hold-out test set for the three replications. Both sets of predictions will be paired with 
their respective labels so that all performance metrics can be calculated. 

4.3. Fusion of Classical Machine Learning and Deep Learning Modeling 
Methods such as stacking54 or bagging23 may be used to combine the outputs of the classical 
machine learning and deep learning models. Performance of the combined models will be 
assessed as detailed in Section 4.2.6.4. 

4.4. Well vs. Sick Analysis with Sick State Definition Centered Around Maximum Total 
Symptom Score 
This analysis will investigate the distinction of well and sick states from voice features, with 
the sick state definition centered around the maximum total symptom score instead of 
centered around a positive RT-PCR test. For the purpose of this analysis, the sick and well 
states will be defined as follows: 

For participants who have a negative RT-PCR test at swab #1 and a positive RT-
PCR test at swab #2: 
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The sick state is defined by considering a window of Electronic Diary data centered 
around the maximum total symptom score, from 3 days before to 3 days after the 
maximum total symptom score, with the following conditions: 

• If there are less than or equal to 3 days between maximum total symptom 
score and swab #1, the start of the sick period will be the day of the maximum 
total symptom score. 

• If there are more than 3 days between the maximum total symptom score and 
swab #1, the start of the sick period must be at least 3 days after swab #1. 

• If there are multiple days with maximum total symptom score, consider the 
one closest to the day of swab #2 as the center of the window. 

The well state is defined by considering a window of Electronic Diary data around a 
negative RT-PCR test at swab #1, from 8 days before swab #1 up to 14 days before 
the maximum total symptom score. If there are less than 14 days between swab #1 
and the maximum total symptom score, the well state window ends on the day of 
swab #1. 

For participants who have a positive RT-PCR test at swab #1, the sick state 
definition is as follows: 

The sick state is defined by considering a window of Electronic Diary data centered 
around the maximum total symptom score, from 3 days before to 3 days after the 
maximum total symptom score. 

• If there are multiple days with maximum total symptom score, consider the 
one closest to the day of swab #1 as the center of the window. 

For participants who have a negative RT-PCR test at both swab #1 and swab #2, 
the well state definition will remain as defined in Section 3, namely:  

The well state is defined by considering an: 

• Analysis time window from 8 days before swab #1 up to 8 days after swab #1 
• Analysis time window of 8 days up to and including swab #2. 

 

This well and sick data will serve as the input to the machine learning and deep learning 
analysis, and the models will be trained, validated and tested as described in Section 4.2.5. 
and Section 4.2.6. 

4.5. Change from Baseline Analysis 
This analysis will investigate change from individual-level baseline in participants who start 
the study as well (negative swab #1) and who become sick and symptomatic during the study 
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• Statistical Method: Deep learning modeling will be performed as described in Section 
4.2.6. The best performing model will be selected based on performance metrics listed in 
Section 4.2.6.4. 

• Summaries:  
Using the output of the best performing model described in Section 4.2.6.5., the following 
results will be generated for the specified analysis set (data permitting): 

o Listings of the specifications of the spectrograms and mel-spectrograms used for 
the final deep learning model (Section 4.2.4.) 

o Summary statistics of the performance measures listed in Section 4.2.6.4. (mean 
and standard deviation) for classification of sick and well states for the validation 
set. Results will be presented in a table. 

o The confusion matrix for the test set will be tabulated and a listing of the 
performance measures provided. 

 
If a fusion model is deemed appropariate by data (as described in Section 4.3.), the following 
will be generated: 
 

o Listings of the voice features (Section 4.2.2.) and specifications of the 
spectrograms and mel-spectrograms used for the final model (Section 4.2.4.) 

o Summary statistics of the performance measures listed in Section 4.2.6.4. (mean 
and standard deviation) for classification of sick and well states for the validation 
set. Results will be presented in a table. 

o The confusion matrix for the test set will be tabulated and a listing of the 
performance measures provided. 

 
5.3. Well vs. Sick Analysis with Sick State Definition Centered Around Maximum Total 
Symptom Score 

• Analysis Set: Participants in Primary Analysis Set (Section 3) if deemed appropriate by 
data. 

• Statistical Method: Listed in Section 4.4.  

• Summaries:  
 
Using the output of the best performing classical machine learning (Section 4.2.5.), deep 
learning (Section 4.2.6.) or fusion method (Section 4.3.), the following results will be 
generated for the specified analysis set (data permitting): 

o Listing of the features used in the final classical machine learning model and/or 
Listings of the specifications of the spectrograms and mel-spectrograms used for 
the final deep learning model (Section 4.2.4.) 

o Summary statistics of the performance measures listed in Section 4.2.5.2. (mean 
and standard deviation) for classification of sick and well states for the validation 
set. Results will be presented in a table. 

o The confusion matrix for the test set will be tabulated and a listing of the 
performance measures provided. 
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5.4. Change from Baseline Analysis  

• Analysis Set: Participants in Primary Analysis Set (Section 3). 

• Statistical Method: Listed in Section 4.5. 

• Summaries: Using the output of the best performing classical machine learning (Section 
4.2.5.), deep learning (Section 4.2.6.) or fusion method (Section 4.3.) , the following 
results will be generated for the specified analysis set: 

o Listing of the features used in the final model  
o Summary statistics of the performance measures listed in Section 4.2.6.2. (mean 

and standard deviation) for classification of sick and well states for the validation 
set. Results will be presented in a table. 

o The confusion matrix for the test set will be tabulated and a listing of the 
performance measures provided. 

 
 
5.5. Further Model Testing  
5.5.1. Model Testing on RT-PCR Negative Participants  

• Analysis Set: Participants in Secondary Analysis Set A to test models trained on the 
Primary Analysis Set (Section 3).  

• Statistical Method: (a) As listed in Section 4.6., the best-performing output model from 
the classical machine learning (Section 4.2.5.), deep learning (Section 4.2.6.), fusion 
method (Section 4.3.) and well vs. sick analysis with sick state definition centered around 
maximum total symptom score method (Section 4.4.) will be tested on negative cases to 
estimate the false positive rate of the models. (b) The best performing Change From 
Baseline model will also be tested on analysis set above. 

• Summaries: The following results will be generated for the specified analysis set (data 
permitting): 

o Confusion matrix will be tabulated and a listing of the performance measures 
provided for the two models (a) and (b).  

o Table of values of specificity as a function of Total Symptom Score thresholds for 
both models. 

o Plot of specificity against Total Symptom Score thresholds for both models.  
 

5.5.2. Model Testing on Positive Symptomatic Participants at Swab #1 

• Analysis Set: Participants in Secondary Analysis Set B (Section 3) to test model trained 
on the Primary Analysis Set. 

• Statistical Method: As listed in Section 4.6., the best-performing output model from the 
classical machine learning (Section 4.2.5.), deep learning (Section 4.2.6.), fusion method 
(Section 4.3.) and well vs. sick analysis with sick state definition centered around 



o

o

o
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